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1. Statement of the Problem

In this book we consider physical systems that can be described by ordinary differential equations in which the independent variable is time. In the last two chapters, the differential equations also involve a time delay. The theorems we shall state and prove concern stability (which we are going to define immediately) but are not necessarily connected with mechanical systems. The differential equations involved can be interpreted as coming from electrical or acoustical systems as well; in fact the same equation can be variously interpreted so that it describes several different systems. Thus our approach, which concerns the differential equations themselves, is a general one. The terms we use, “motion” and “stability of motion,” are not to be narrowly interpreted.

Let $t$ be the time, and suppose that some physical system is described by the variables $y_i$, where $y_i \equiv y_i(t)$, and that the conditions of motion require that these variables satisfy

$$\frac{dy_i}{dt} = Y_i(y_1, \ldots, y_n, t) \quad (i = 1, \ldots, n).$$

Suppose that $y_i = \eta_i(t)$ is some particular solution of (1.1). To study the properties of solutions of (1.1) in the neighborhood of the solution $\eta_i(t)$, we make the substitution

$$x_i = y_i - \eta_i(t) \quad (i = 1, \ldots, n),$$

and call $x_i = 0$, or $y_i = \eta_i(t)$, the unperturbed motion or unperturbed trajectory** (after Lyapunov [114, p. 209]). Since the variables $y_i$ satisfy (1.1), the new variables $x_i$ satisfy the differential equations

$$\frac{dx_i}{dt} = X_i(x_1, \ldots, x_n, t) \quad (i = 1, \ldots, n),$$

* In this book we are concerned only with real functions of real arguments.

** Trajectory, motion, and solution of the differential equations are used interchangeably in this book. Orbit means the locus described by the motion.
where

\[(1.4) \quad X_i(x_1, \cdots, x_n, t) = Y_i(x_1 + \eta_1, \cdots, x_n + \eta_n, t) - Y_i(\eta_1, \cdots, \eta_n, t)\,.
\]

Following Lyapunov, we call equations (1.3) the equations of perturbed motion. The variables \(y_i\) are suppressed in the remainder of the book, and variables \(x_i\) are treated directly. Thus the curve \(\{\eta_i(t)\}\) is always denoted by \(x_i = 0\), and is called the null solution (or the unperturbed solution).* As can be seen from (1.4), the functions \(X_i\) are assumed to have the property

\[(1.5) \quad X_i(0, \cdots, 0, t) = 0 \quad (i = 1, \cdots, n)\,.
\]

As a rule, it will be assumed that these functions \(X_i(x_1, \cdots, x_n, t)\) are continuous in some region \(G\) of \((x_1, \cdots, x_n)\)-space for all positive values of the time \(t \geq 0\) (but see pp. 77-79). The region \(G\) will be an open set containing the point \(x_1 = x_2 = \cdots = 0\); no supposition will be made concerning the boundedness of \(G\). For many practical purposes it would be sufficient to consider only regions of the extremely simple form \(||x|| < H\) or \(||x||_2 < H\), where \(H\) is a constant (or \(\infty\) and where

\[(1.6) \quad ||x|| = \sup (||x_1||, \cdots, ||x_n||), \quad ||x||_2 = (x_1^2 + \cdots + x_n^2)^{1/2}\,.
\]

With exceptions which are noted each time they occur, it is further assumed that in every closed bounded subregion \(\overline{G}_{\delta}, \overline{G}_{\delta} \subset G\), the functions \(X_i\) satisfy a Lipschitz condition in their space arguments \(x_i\); i.e.,

\[(1.7) \quad |X_i(x'_1, \cdots, x'_n, t) - X_i(x''_1, \cdots, x''_n, t)| \leq L_{\delta} \sup \{|x'_j - x''_j|\},
\]

This assures that solutions of (1.3) are unique in a neighborhood of \(t = t_0\). The requirement that the solutions be unique is not an essential limitation, but is imposed merely to simplify the statement of the theorems.

In this book, the dependent quantities in the stability theorems are always denoted by \(x_i\). When the theorems must be applied to a particular problem, such as the stability of a regulating mechanism, useful results can be obtained only if the dependent variables are properly chosen [114, p. 210].

As a matter of notation, the vector \(x_1, \cdots, x_n\) is denoted by the single letter \(x\). Similarly, the trajectory of (1.3) that takes on the values \(x_i = x_{i0}\) at \(t = t_0\) is denoted by \(x(x_{i0}, \cdots, x_{n0}, t_0, t)\), or simply by \(x(x_{0}, t_0, t)\).

The fundamental definition (1.1, below) is that of Lyapunov. Some of the definitions of refined types of stability follow Četaev's annotations; see [36, pp. 11-12].

**Definition 1.1.** The null solution \(x = 0\) of the system (1.3) is said to be stable (at \(t = t_0\)), provided that for arbitrary positive \(\varepsilon > 0\) there is a \(\delta = \delta(\varepsilon, t_0)\) such that, whenever \(||x|| < \delta\), the inequality

* A disturbed motion, or a perturbed trajectory, is one defined by other initial conditions. For the definition of persistent disturbances, see section 24, p. 100.
§1. STATEMENT OF THE PROBLEM

(1.8) \[ ||x(x_0, t_0, t)|| < \varepsilon \]
is satisfied for all \( t \geq t_0 \).

**Definition 1.2.** The null solution \( x = 0 \) of the system (1.3) is called asymptotically stable and the region \( G_s \) of \( x \)-space is said to lie in the region of attraction of the point \( x = 0 \) (at \( t = t_0 \)), provided that the conditions of definition 1.1 are satisfied, and provided further that

(1.9) \[ \lim_{t \to \infty} x(x_0, t_0, t) = 0, \]
(1.10) \[ x(x_0, t_0, t) \in \Gamma', \quad t \geq t_0, \]

for all values of the initial point \( x_0 \) that lie in \( G_s \). Here \( \Gamma \) is some subregion of \( G \) which is given in advance, and with which the (mathematical model of the) physical problem is intrinsically concerned.

**Definition 1.2a.** The null solution \( x = 0 \) of the system (1.3) is called globally stable if the conditions of definition 1.2 are satisfied for every initial point \( x_0 \). In other words, the region of attraction of the point \( x = 0 \) must include the entire \( x \)-space.

For applications, the problem is not the existence of the number \( \delta \) and the region \( G_s \) that correspond to a given region \( \Gamma' \subset G \) in definitions 1.1 and 1.2. Rather, it is a question of establishing suitable (and useful) bounds for these objects. We shall emphasize those methods which do give the possibility of finding these bounds. In this connection, it is important to classify local stability, as is done in the following definitions. Stability in the large is defined on p. 30 (definition 5.3).

**Definition 1.3.** The null solution \( x = 0 \) of the system (1.3) is stable for time intervals of length \( T > 0 \) for approximations \( \delta(\varepsilon) > 0 \) if a modified condition (1.8) of definition 1.1 is satisfied, where, however, the words "for all \( t \geq t_0 \)" are replaced by the words "for \( t_0 \leq t \leq T + t_0 \)" and the condition "\( \delta > \delta(\varepsilon) \)" is appended.

**Definition 1.4.** The null solution \( x = 0 \) of the system (1.3) is asymptotically stable at \( t_0 \) for a given interval of time \( T > 0 \) for approximations \( \delta(\varepsilon) > 0 \), and \( r = r(G_s, \theta) \geq 0 \), in \( \Gamma' \), provided that the conditions of definition 1.3 are satisfied, and provided that the further conditions

(1.11) \[ ||x(x_0, t_0, t)|| < r, \quad \text{for} \quad t_0 + \theta \leq t \leq t_0 + T, \quad \theta > 0, \]
(1.12) \[ x(x_0, t_0, t) \in \Gamma', \quad \text{for} \quad t_0 \leq t \leq t_0 + T \]

are also satisfied for all initial points \( x_0, x_0 \in G_s \). In the contrary case, we say that the null solution \( x = 0 \) is unstable in \( \Gamma' \) for the given interval of time \( T \), for the approximations in question.

There is no special significance in considering stability for a finite interval of time without including preassigned constants such as \( \delta, \gamma, \) and a region \( \Gamma' \) in the definition. The fact is that the integrals in question are continuous; thus there is always a sufficiently small number \( \delta > 0 \) that satisfies the conditions of definition 1.3 for every fixed interval of time \( t_0 \leq t \leq T \).
It was explicitly stated in definition 1.1, and should be emphasized, that
the number $\delta$ can well depend not only on $\epsilon$ but also on the value of the
initial moment of time $t_0$. Stability as defined by definition 1.1 is not a
consequence of condition (1.9) but must be postulated in addition, as was
done in definition 1.2. (See [83], [10].)

Definition 1.1 defines stability, and any motion that does not satisfy this
definition is called unstable. The definition itself is motivated by applica-
tions, and it should be pointed out that an unstable motion is not necessarily
an impractical one. This point is implicit in definitions 1.3 and 1.4. Fur-
ther types of motion that are technically unstable but that may have prac-
tical importance will be described now.

First, it may be that practical interest resides in only certain coordinates
$x_1, x_2, \ldots, x_n$, so that the criteria of the above definitions of stability, which
require that all $n$ coordinates remain small or approach 0, are too stringent.
It may also be worthwhile to consider only certain functions $f_1, f_2, \ldots, f_k$
of the coordinates. (See the definition of orbital stability below.) The sec-
ond sentence of this paragraph is an analytic paraphrase of the first under
a suitable change of coordinates.

Second, it may be practically important to measure the set of initial val-
ues $x_0, ||x_0|| < \delta$, for which the trajectories $x(x_0, t_0, t)$ remain in the vicinity
of the null solution. The precise concept concerns the determination of the
limit

$$m_\epsilon = \lim_{\delta \to 0} \frac{m(S, \delta, \epsilon)}{m(\delta)},$$

where $m(S, \delta, \epsilon)$ is the measure of the set $S$ of initial points $x_0$ for which
not only $||x_0|| < \delta$, but also $||x(x_0, t_0, t)|| < \epsilon$; here $\epsilon$ is a positive number,
and $m(\delta)$ is the measure of the sphere $S_\delta$: $||x_0|| < \delta$. Further remarks and
examples appear below.

Finally, we call attention to a definition. The null solution $x = 0$ of equa-
tions (1.3) is called totally unstable if there is a positive number $\epsilon$ such that
for every $x_0, x_0 \neq 0$ in some sphere $S_\delta$, the trajectory $x(x_0, t_0, t)$ eventually
satisfies $||x(x_0, t_0, t)|| = \epsilon$. This definition clearly does not specify the worst
kind of instability in any given case, and could be refined still further.
Moreover, all the above definitions can be considered in regard to the de-
pendence of the conditions in question on $t_0$, as well as the behavior during
finite (and fixed) intervals of time. Extensive discussions appear in the
books of Cesari [28] and Hahn [67], [68] and the survey paper of Antosie-
wicz [10]. Later in this book (see pp. 47-48), refinements of these definitions
are given in which the stability in question (ordinary or asymptotic) is uni-
form with respect to a parameter. (See also the table on p. 61.)

The integral curves of a system of differential equations are parame-
trized by taking the initial values $x_0$ as parameters. This is by no means
the only way to parametrize a family of curves, and the definition of sta-
bility can be generalized so that it applies to any family of curves that de-
pends on a parameter or a set of parameters. This generalization is partly
The null solution of a system of differential equations is called *orbitally stable* if some functions (specified by the problem at hand) of the dependent variables change by only a small amount when the initial values of the dependent variables $x_{i0}$ are restricted to a suitable neighborhood of $0$. An example is the orbit of a planet moving in an inverse-square central force field. A slight change in position (or velocity, or both) may perturb the planet to an orbit with a different period. Hence two planets with initial positions and velocities that are nearly the same may eventually be very far apart, but the angular momenta, eccentricities, and other parameters that describe the orbits themselves remain close for all time.

A manifestation of orbital stability is seen in meteor showers. A possible explanation of meteor showers is based on a theory of origin of the family of meteors themselves. It is supposed that there was once a larger body which traveled in a definite orbit $QQ$, but which was broken up into smaller objects by a tidal force. At that moment, these objects had slightly different positions and velocities. The original motion in orbit $QQ$ was unstable, so these tiny perturbations caused the family of small objects to be separated. The motion was orbitally stable, however; hence all the objects are spread around a fixed orbit. When the earth’s orbit crosses the orbit $QQ$, which happens on a certain date, a meteor shower is observed. The precise definition is as follows.

**Definition 1.4a.** Let there be given $n - 1$ independent, continuous functions $f_k(x_1, \ldots, x_n)$ of the arguments $x_i (k = 1, \ldots, n - 1); f_k(0, \ldots, 0) = 0$. The null solution of (1.3) is called orbitally stable with respect to the orbit functions $f_k$, provided that a positive function $\delta = \delta(\varepsilon)$ of the positive real number $\varepsilon$ exists so that $|f_k(x_1, \ldots, x_n)| < \varepsilon$ for all values of $x_{i0}$ that satisfy $\|x_0\| < \delta$.

**Remark.** In certain cases, it may be desirable to modify this definition so that fewer than $n - 1$ functions are specified, or so that only those values of $x$ come into question which satisfy some auxiliary condition. Orbital stability is important, for instance, if a picture of a fixed region on the earth’s surface is to be taken from a satellite. (In rendezvous problems, the question seems to concern not orbital stability, but rather ordinary stability for a limited time $T$.)

Besides the above definitions of stability, more delicate ones have been considered. If the various restrictions $\|x(x_0, t_0, t)\| < \varepsilon$ hold not for all initial values satisfying $\|x_0\| < \delta$ but only for almost all such values, the null solution may be unstable in the sense of Lyapunov, but stable from a practical point of view. The following situation may conceivably occur (although no concrete example can be adduced). The trajectories may be limited by the relation $\|x(x_0, t_0, t)\| < \varepsilon$ when $\|x_0\| < \delta$ and all the coordinates $x_{oi}$ are irrational, but not otherwise. In the case described the probability of a rational coordinate is zero, and even if one should occur, the physical problem would not be completely modeled by the differential system. Pre-
quent small forces, such as collisions with micrometeorites, could disturb the
motion, and convert an unstable trajectory into a stable one.

The following are a few simple examples of stable and unstable equi¬
librium. A solid homogeneous sphere resting on a horizontal flat table is
stable. A small solid ball resting in a large rough spherical cup has a
position that is asymptotically stable, the sense of this expression being
physically obvious. If the size of the cup is constant in time, there is a
uniformity in this stability, and the region of attraction is the (projection
of the) diametral circle of the sphere. If the ball rests in an infinite cup
(say \( x^2 + y^2 = z \)) that covers the entire (horizontal) \( xy \)-plane, the equilibrium
position is *globally* asymptotically stable; this term is applied when the
region of attraction is the entire physical space. A precise definition of global
asymptotic stability appears on p. 3.

If the cup is a rough spherical one with radius \( 1/t \) which varies with
time, the initial position is asymptotically stable, but not uniformly so in
the initial value \( t_0 \). On the other hand, if the radius of the cup is \( 1/(1+t) \),
the initial position is said to be asymptotically stable *in the large*. The
terms *in the large* and *globally* are not synonymous.

A cone balanced on its vertex is totally unstable. A homogeneous wedge
balanced on its apical line is unstable. This is true even if the wedge is
braced by a weightless rod so it can fall to one side but not to the other.
In this case, 50 percent of the initial positions in each circle \( || x_0 || \leq \delta \) lead
to departing trajectories.

An example in which the null solution is unstable, but for which the
limit \( m_\alpha \) is zero, can be constructed along the following lines. A cup is
manufactured (Fig. 1) by connecting every point on the helical spiral

\[
\begin{align*}
  r &= \theta, \\
  z &= \theta, \quad 0 \leq \theta < 2\pi
\end{align*}
\]

**Figure 1.** Section of a surface constructed to show that the measure
of instability can be 0 for an unstable position.
to the origin by a straight-line segment \((r, \theta, z)\) are cylindrical coordinates). These straight-line segments fill out a surface \(z = f(x, y)\), which, however, is not defined for all values of \(x\) and \(y\) \((x = r \cos \theta, y = r \sin \theta)\), and which has a sharp corner at the origin. The trace of the surface in the plane \(z = \theta\) is shown in the figure by a dotted line. If this trace is replaced by the solid curve, the new surface is indeed defined over the entire \(xy\)-plane, and is discontinuous only along the line \(\theta = 0\) (except at \(r = 0\)). A final distortion of this surface in the neighborhood \(2\pi - r^2 \leq \theta \leq 2\pi\) of this line of discontinuity gives a surface that is as smooth as desired. The null solution (a ball at rest at the apex) on this surface is unstable, but the measure \(m_\theta\) of instability is 0.

Still another kind of stability that has been defined is structural stability. Most published definitions are general (imprecise), being refined and made precise when a particular problem is under consideration. If the right members of (1.3) are polynomials, the system is structurally stable if slight changes in the coefficients of the polynomials do not change the character of the differential system. A more general definition requires that the system be stable with respect to persistent disturbances. This question is considered in great detail in this volume. See the theorems on "structural properties" in Chapter 4.

A fundamental (and always available) method for studying the problem of stability is to construct a Lyapunov function. Lyapunov introduced this method in his book [114] and called it the second method. For a long time this method was considered to have only theoretical value, and was almost forgotten. The reversal of this situation is now so complete that Lyapunov's second method has even been applied to the design of specific control mechanisms.

By a Lyapunov function is meant a function \(v(x_1, \cdots, x_n, t)\) defined in some region that contains the unperturbed solution \(x = 0\) for all \(t > 0\). Thus \(v(x, t)\) is defined in an open region that contains the ray \(x = 0, t > 0\) in \(x, t\) space. The Lyapunov theorems on stability concern conditions [114, pp. 259–66, theorems I–III] that the function \(v\) and its total derivative

\[
\frac{dv}{dt} = \sum_{i=1}^{n} X_i \frac{\partial v}{\partial x_i} + \frac{\partial v}{\partial t}
\]

must satisfy. In principle, the method of Lyapunov makes it possible to obtain estimates for the values of the constants that occur in the definitions of stability given above. This book is concerned with stability problems that can be solved by Lyapunov's second method. If the function \(v(x_1, \cdots, x_n, t)\) possesses certain properties (defined immediately below), it can be used to test whether the null solution of the differential system (1.3) is stable. The theorems which bear on this point require that the total derivative (1.13) enjoy certain properties as well. Formula (1.13) for the value \(dv/dt\) of this total derivative establishes the connection between the testing function \(v(x_1, \cdots, x_n, t)\) and the system (1.3).
The solution vector with which we are concerned is henceforth denoted by \( x_1, \ldots, x_n \).

The fundamentals of Lyapunov's second method are as follows. We consider a real function of the variables \( x_1, \ldots, x_n, t \), denoted by \( v(x_1, \ldots, x_n, t) \), or by \( v(x, t) \), which is defined and continuous for all \( t > 0 \) in some region \( \Gamma \) of \( n \)-dimensional space. We also assume

\[
v(0, \ldots, 0, t) = 0 \quad \text{for} \quad t > 0.\]

It is not required that the region \( \Gamma \) be a small neighborhood of the point \( x = 0 \), and when we consider stability for large initial perturbations, it cannot be.

**Definition 1.5.** If the inequality

\[
v(x, t) \geq 0, \quad \text{[or \quad v(x, t) \leq 0]}\]

holds for all \( x \) in \( \Gamma \), and for all positive \( t > 0 \), the function \( v(x, t) \) is said to be semidefinite in the region \( \Gamma \).

**Definition 1.6.** Let \( v(x_1, \ldots, x_n) \) be a function that does not depend explicitly on the time \( t \). The function \( v(x) \) is called definite in the region \( \Gamma \) if it is positive-definite or negative-definite in the region \( \Gamma \); that is, if for all \( x \) in \( \Gamma \), \( x \neq 0 \), the relation

\[
v(x) > 0 \quad \text{[or \quad v(x) < 0]}\]

holds. The function \( v(x, t) \) is called positive-definite [negative-definite] if

\[
v(x, t) \geq w(x) \quad \text{for} \quad x \in \Gamma, \quad t > 0, \quad [v(x, t) \leq -w(x) \quad \text{for} \quad x \in \Gamma, \quad t > 0] \]

holds for some positive-definite function \( w(x) \).

**Definition 1.7.** A function \( v(x, t) \) admits an infinitely small upper bound in the region \( \Gamma \) (in extenso, admits an upper bound which is infinitely small at the point \( x = 0 \)), provided that there is a continuous function \( W(x) \) such that \( W(0) = 0 \) and the relations

\[
|v(x, t)| \leq W(x) \]

hold for \( x \in \Gamma, t > 0 \).

We state a theorem on stability and two theorems on instability. The proof of the theorem on stability is included. Converses to these theorems, and historical notes, are given in Chapter 1.

**Lyapunov's Theorem on Stability.** [114, p. 259.] Suppose there is a function \( v \) which is definite along every trajectory of (1.3), and is such that the total derivative \( dv \) is semidefinite of opposite sign (or identically 0) along every trajectory of (1.3). Then the perturbed motion is stable. If a function \( v \) exists with these properties and admits an infinitely small upper bound, and
if \( dv/dt \) is definite (with sign opposite to that of \( v \)), it can be shown further that every perturbed trajectory which is sufficiently close to the unperturbed motion \( x = 0 \) approaches the latter asymptotically.

It should be emphasized that the theorem can be applied without solving the differential system. If the function \( v \) is positive-definite, and if its total derivative is negative-semidefinite, the hypotheses of the theorem are satisfied. To compute the total derivative of \( v \), it is not necessary to have formulas for the trajectories, but only to know what the differential system is. [See (1.13).]

**Proof.** It is supposed that \( v(x, t) \) is continuous; without loss of generality, suppose \( v(x, t) > w(x) > 0 \) \((x \neq 0, 0 < t < \infty)\). Set \( \lambda_0 = \inf W(x) \), the infimum being computed over the set \( ||x|| = \varepsilon \). This infimum is positive by assumption. Since \( v \) is continuous, \( \delta \) can be chosen so that \( v(x_0, t) < \lambda_0 \) for \( ||x_0|| \leq \delta, t = t_0 \). To see that the trajectory \( x(x_0, t_0, t) \) \((||x_0|| < \delta)\) will remain in the region \( ||x|| < \varepsilon \) for all time \( t \geq t_0 \), note that, since \( dv/dt \leq 0 \), relation \( v(x, t) < \lambda_0 \) holds for \( t \geq t_0 \). This means that \( ||x(x_0, t_0, t)|| \) never reaches the value \( \varepsilon \), by the definition of \( \lambda_0 \).

Suppose further that \( v(x, t) \) admits an infinitely small upper bound: \( v(x, t) < W(x) \), where \( W(x) \) is continuous, \( W(0) = 0 \). Suppose also that \( dv/dt < \alpha(x) < 0 \), \( x \neq 0 \). It must be shown that the null solution is asymptotically stable. It has already been proven for every \( \varepsilon \) that the relation \( ||x(x_0, t_0, t)|| < \varepsilon \) holds if \( ||x_0|| < \delta = \delta(\varepsilon) \). Suppose that \( ||x(x_0, t_0, t)|| > \delta_1 > 0 \) for all \( t \geq t_0 \). Then \( dv/dt < -\alpha < 0 \), and \( v(x, t) \) would eventually become negative on every trajectory for which \( ||x_0|| < \delta \):

\[
v(x, t) = v(x_0, t_0) + \int_{t_0}^{t} (dv/dt) \, dt < v(x_0, t_0) - \alpha(t - t_0) .
\]

This contradiction shows that \( x(x_0, t_0, t) \) eventually penetrates every neighborhood of the origin. Since \( v(x(x_0, t_0, t), t) \) is a decreasing function of \( t \), it follows that this function has limit 0, and \( x(x_0, t_0, t) \to 0 \).

**Corollary.** If \( v(x, t) \) is a function \( v(x) \) that does not depend explicitly on the time and if \( X_i \) are similarly independent of \( t \), the null solution is asymptotically stable.


**Lyapunov's First Theorem on Instability.** [114, p. 262.] Suppose a function \( v \) exists for which the total derivative \( dv/dt \) is definite along every trajectory of (1.3); suppose \( v \) admits an infinitely small upper bound; and suppose that for all values of \( t \) above a certain bound there are arbitrarily small values \( x_0 \) of \( x \) for which \( v \) has the same sign as its derivative. Then the perturbed motion is unstable.

**Lyapunov's Second Theorem on Instability.** (See p. 42.) Suppose a bounded function \( v \) exists for which the derivative \( dv/dt \) has the form

\[
(1.19) \quad \frac{dv}{dt} = \lambda v + w
\]
along the trajectories of (1.3), where $\lambda$ is a positive constant, and $w$ is either identically zero or at least semidefinite. If $w$ is not identically zero, suppose further that for all values of $t$ above a certain bound there are arbitrarily small values $x_0$ of $x$ for which $v$ and $w$ have the same sign. Then the perturbed motion is unstable.

These theorems find application in this book, especially in Chapters 4 through 7.

A particular differential system can be proved to be stable if a suitable function $v$ can be exhibited or constructed. The construction of such functions $v$ is the central problem for the application of Lyapunov's second method. It is remarkable that, in a satisfactorily large number of cases, a Lyapunov function $v$ always exists when the differential system is stable or unstable (converse problem to Lyapunov's theorems). The first two chapters of this volume are concerned with the existence of Lyapunov functions.

A second question is the practical application of Lyapunov's method. No device could be expected to be completely successful, but in Chapters 4 through 7 general methods are given that are effective for a large class of systems.

It is by no means necessary to read the book in sequence to understand the material from the last chapters. Certain basic definitions are needed; they are contained in this introduction and are referred to by page number when they arise in specific applications. Aside from this, the chapters are entirely independent. Those who are interested in properties of Lyapunov functions and methods of constructing them will not need to read the first two chapters, which are devoted to proofs of the existence of such functions. A preliminary scanning of the table of contents is recommended to all readers.
2. Preliminary Remarks

In this chapter, we investigate the existence of a function \( v(x_1, \ldots, x_n, t) \) satisfying the conditions of the classical theorems of Lyapunov's second method. We call a function of this type a Lyapunov function. As remarked in the Introduction, we can consider only the region in which the function \( v \) is defined. We make the following comments to explain the importance of the existence problem.

Lyapunov's theorems I, II, III [114, pp. 259-66], which were cited on pp. 8 and 9, give conditions sufficient for the asymptotic stability and instability of perturbed motion. (Here we consider only stability.) The theorems on the existence of Lyapunov functions do show that the method is universally applicable; if a motion is stable, this can always be established by using a Lyapunov function. Also, questions concerning the nature of the trajectory can be studied by exhibiting Lyapunov functions with appropriate properties.

Theorems on the existence of Lyapunov functions have still another application. One of the methods of solving the stability problem is to start from a given system and try to find a simpler system which approximates it, and for which the asymptotic stability or instability can be established, then to show that the corresponding property persists on returning to the original system. The importance of being able to construct a Lyapunov function for the auxiliary system, or of being able even to show that such a function exists, is clear. Theorems on the existence of Lyapunov functions can make it possible to prove that a property of a system is a consequence of the corresponding property of the linearized or variational equations. Indeed, recognition of this capability led Lyapunov to put forth his second method.

Not only can conditions for the existence of a Lyapunov function be established for ordinary differential equations but the method and its applications can be carried over to more general systems. One could hope that a method for proving the existence of a Lyapunov function might carry with it a constructive method for obtaining this function. This hope has not been
realized. Even now there are no methods for demonstrating the existence of a Lyapunov function that are not (effectively) constructive methods.

The problem of the existence of Lyapunov functions first attracted attention about 1930. Fundamental work by the pupils of Cetaev on the theory of stability appeared in the Kazan school. Additional quantitative work on the question of the existence of Lyapunov functions has been published by Malkin [116], [117], [124], [125]; Persidskii [145]–[148]; Massera [129]–[131]; Barbašin [13], [14], [16], [17]; Kurcevil' [96], [97], [100]; Zubov [196]–[199]; Vrkoč [183]; Yoshizawa [192]; F. Brauer [25]; and others.

The existence of a Lyapunov function \( v \) with properties which guarantee that the trajectories be stable, asymptotically stable, or unstable is not only sufficient but also necessary. Thus if the trajectories are known to be stable, a Lyapunov function with appropriate properties must exist.

This makes it clear that the smoothness of the function \( v \) can be more decisive than the smoothness of the right members of the system (1.3) of perturbed differential equations.

In the remainder of the chapter we prove the existence of a function \( v \) in some neighborhood of a segment of a perturbed trajectory, and give conditions for the existence of a function \( v \) that possesses a derivative \( dv/dt \) of definite sign in the given region. Then we obtain as a consequence of the general result a transformation of Lyapunov's theorem on asymptotic stability and his first theorem on instability. Finally, we prove the converse of Lyapunov's second theorem on instability and Četaev's theorem on instability.

3. Some Useful Lemmas

**Lemma 3.1.** Let \( G_0, H_0 \) be chosen so that \( H_0 \subset G_0, \overline{G_0} \subset G, 0 \in G_0, \) and \( G \) is bounded. Let \( T \) have the property that for every \( \theta, 0 \leq \theta \leq T, \) the entire solution arc \( x(x_0, t_0, t), 0 < t_0 \leq t \leq t_0 + \theta \) of (1.3) lies in \( G_0 \) if \( x_0 \in H_0. \) Suppose the functions \( X_i \) satisfy a Lipschitz condition. Let \( \tau > 0 \) be an arbitrary positive number. Constants \( a, \tau, d \) and a function \( V(x_1, \ldots, x_n, t) \) exist so that

(a) \( V \) is continuous and has continuous first-order partial derivatives in \( G, -\infty < t < \infty. \)

(b) \( V(x, t) = 0 \) for \( ||x - x(x_0, t_0, t)||_2 \geq \tau, -\infty < t < \infty, \)

(c) \( \frac{dV}{dt} = \sum_{i=1}^{n} \frac{\partial V}{\partial x_i} X_i + \frac{\partial V}{\partial t} > d \)

for \( ||x - x(x_0, t_0, t)||_2 < \alpha, -\tau + t_0 \leq t \leq t_0 + \theta, \)

(d) \( \frac{dV}{dt} \geq 0 \) for \( -\infty < t < t_0 + \theta + \tau, ||x|| < \infty, \)

and for \( ||x - x(x_0, t_0, t + \theta)||_2 \geq \tau, t_0 + \theta + \tau \leq t_0 + \theta + 2\tau, \)

(e) \( V > d \) for \( ||x - x(x_0, t_0, t)||_2 < \alpha, t_0 - \tau \leq t \leq t_0 + \theta, \)

(f) \( V = 0 \) for \( t < t_0 - 2\tau, t > t_0 + \theta + 2\tau. \)
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The values of the numbers $\tau, \alpha, d$ are independent of the choice of the point $x_0 \in H_0$; they depend only on the choice of the regions $H_0$ and $G_0$ and the numbers $T, \gamma$.

Proof. The speed of motion of the point $x_i(t)$ along the phase trajectory $x_i(x_0, t_0, t)$ in the region $G_0$ is uniformly bounded; thus numbers $\tau > 0$ and $\eta > 0$ can be found so that the points $x$ that satisfy the inequality

$$|| x - x(x_0, t_0, t) ||_2 < \eta$$

lie in the region $G_0$ for $-2\tau + t_0 \leq t \leq t_0 + \theta + 2\tau$, and in the region $|| x - x(x_0, t_0, t_0 + \theta) ||_2 < \tau$ for $t_0 + \theta \leq t \leq t_0 + \theta + 2\tau$.

Let us construct polynomials $y(t) = [y_1(t), \ldots, y_n(t)]$, which satisfy the inequalities

(3.6) $$|| x(x_0, t_0, t) - y(t) ||_2 < \varepsilon, \quad \left| \frac{dx(x_0, t_0, t)}{dt} - \frac{dy}{dt} \right| < \varepsilon,$$

for $-2\tau + t_0 \leq t \leq t_0 + 2\tau + \theta$. By the Weierstrass theorem on approximation of continuous functions [136a], these polynomials always exist.* The value of the positive number $\varepsilon$ in inequalities (3.6) is specified later.

The function $V(x, t)$ is defined as follows:

(3.7) $$V(x, t) = (t - t_0 + 2\tau)\varepsilon \exp \left[ \frac{(|| x - y(t) ||_2^2 \exp 2q(t_0 - t))}{2} - \beta^2 \right]$$

for

(3.8) $$|| x - y(t) ||_2 < \beta \exp q(t - t_0), -2\tau + t_0 < t < t_0 + \theta + 2\tau,$$

(3.9) $$V(x, t) = 0 \text{ for other values of } x \text{ and } t.$$

Here

(3.10) $$q = 8n^2L_0, \quad \beta = 2\exp [-q(T + 2\tau)],$$

where $L_0$ is the Lipschitz constant for the function $X_i$ in the region $G_0$; and $\beta$ is an integer satisfying the inequality

(3.11) $$\beta > \frac{(T + 4\tau)^2}{\tau^4} + 8q \left( 1 + \frac{n}{\beta^2} \right) \left( \exp 2q(T + 2\tau) \right)^2.$$

We assert that the function $V(x, t)$ satisfies all the conditions of the lemma if the positive number $\varepsilon > 0$ in inequality (3.6) is taken less than $\eta/2 (\varepsilon < \eta/2)$ and sufficiently close to 0. The argument is given below.

(a) In the region $x \in G, -\infty < t < \infty$ the function $V$ is continuous and has continuous derivatives of all orders. In the first place, this is obvious.

* If the interval on which the approximation in question is desired is $[a, b]$, the approximating polynomial is the Bernstein polynomial

$$B_\mu(x) = \sum_{k=0}^{\mu} f \left( a + \frac{k}{\mu} (b - a) \right) C^\mu_k \frac{(x - a)^k (b - x)^{\mu - k}}{(b - a)^{2\mu}}; \quad \lim_{\mu \to \infty} B_\mu(x) = f(x).$$

See also [65b].
in the regions (3.8) and (3.9). It is not difficult to show that the function in the right member of (3.7) is a continuous differentiable function on the boundary of these regions. This amounts to the statement that the function \( \varphi(r) = \exp[(r-a)^{-1}(r-b)^{-1}] \), \( a < r < b \), has the desired properties for \( r \to a + 0 \) and \( r \to b - 0 \).

(b) If the numbers \( \gamma, \beta, \varepsilon \) are properly chosen, it is evident that equalities (3.1) and (3.5) follow from (3.7) and (3.9).

(c) Inequality (3.2) is proved by calculating the derivative of the function \( V(x, t) \) of (3.7) along a trajectory of the system (1.1).

In region (3.8) we find

\[
(3.12) \quad \frac{dV}{dt} = V \left( \frac{p}{t - t_0 + 2\tau} + \frac{\theta - 2(t - t_0)}{(t - t_0 + 2\tau)^2(t - t_0 - \theta - 2\tau)^2} \right) + 2 \left\{ q \| x - y(t) \|_2^2 - \sum_{i=1}^n [x_i - y_i(t)] \left( \frac{dx_i}{dt} - \frac{dy_i}{dt} \right) \right\} \exp 2q(t_0 - t) \\
\cdot \left( \| x - y(t) \|_2 \exp [2q(t_0 - t)] - \beta^2 \right) .
\]

If \( \varepsilon < \beta[\exp(-2q\tau)]/4 \), inequality (3.11) shows that

\[
\frac{dV}{dt} > \frac{p V}{2} \quad \text{for} \quad -\tau < t - t_0 < \theta + \tau, \quad \| x - y(t) \|_2 < \frac{\beta}{2} \exp q(t - t_0) .
\]

Thus, if we suppose that \( \varepsilon \) is the smaller of the two quantities \( \gamma/2, \beta \exp(-2q)/4 \), then relations (3.2) and (3.4) are satisfied by choosing \( \alpha = (\beta/4) \exp[-2q(T + \tau)] \).

(d) We now turn to inequality (3.3). First, we consider the value of the quantity

\[
(3.13) \quad \phi = q \| x - y(t) \|_2^2 - \sum_{i=1}^n [x_i - y_i(t)] \left( \frac{dx_i}{dt} - \frac{dy_i}{dt} \right)
\]

for

\[
(3.14) \quad -2\tau \leq t - t_0 \leq \theta + \tau,
\]

\[
\frac{\beta}{2} \exp q(t - t_0) < \| x - y(t) \|_2 < \beta \exp q(t - t_0) .
\]

We obtain the estimate

\[
\left| \frac{dx_i}{dt} - \frac{dy_i}{dt} \right| \leq \left| \frac{dx_i}{dt} - \frac{dx_i(x_0, t_0, t)}{dt} \right| + \left| \frac{dx_i(x_0, t_0, t)}{dt} - \frac{dy_i}{dt} \right| \\
\leq \| X(x, t) - X(x(x_0, t_0, t), t) \| + \varepsilon \leq L_o \| x - x(x_0, t_0, t) \|_2 + \varepsilon \\
\leq \varepsilon + nL_o [\| x - y(t) \|_2 + \| y(t) - x(x_0, t_0, t) \|_2] \\
\leq \varepsilon + nL_o [\varepsilon + \beta \exp q(t - t_0)] .
\]

Thus, in region (3.14), the inequality

\[
(3.15) \quad \phi \geq \frac{q\beta^2}{4} \exp 2q(t - t_0) - [n\beta \exp q(t - t_0)] [\varepsilon + L_o \varepsilon + L_o \beta \exp q(t - t_0)]
\]

is satisfied. Since \( q \) satisfies the relation (3.10), we see that if \( \varepsilon > 0 \) is a
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Let $G_0, H_0$ be chosen so that $H_0 \subset G_0, \bar{G}_0 \subset G, 0 \in G_0$, and $G_0$ is bounded. Let $T$ have the property that for every $0, 0 \leq \theta \leq T$, the entire arc $x(x_0, t_0, t)$, $t_0-\theta \leq t \leq t_0$, of a trajectory of (1.3) lies in $G_0$ if $x_0 \in H_0$. Suppose the functions $X_i$ satisfy a Lipschitz condition. Let $\tau > 0$ be an arbitrary positive number. Constants $\alpha, \tau, d$ and a function $V(x, t)$ exist so that:

(a) $V$ is continuous and has continuous first-order partial derivatives in $G$, $-\infty < t < \infty$,

(b) $\frac{dV}{dt} > d$ for $||x - x(x_0, t_0, t)||_2 < \alpha$, $-\theta + t_0 \leq t \leq t_0 + \tau$,

(c) $\frac{dV}{dt} \geq 0$ for $-\tau - \theta + t_0 < t < \infty$, $||x|| < \infty$,

(d) and for $||x - x(x_0, t_0, t)||_2 \geq \gamma$, $t_0 - \theta - 2\tau \leq t \leq t_0 - \theta - \tau$,

(e) $V < -d$ for $||x - x(x_0, t_0, t)||_2 < \alpha$, $-\theta + t_0 \leq t \leq t_0 + \tau$,

(f) $V = 0$ for $t \leq t_0 - \theta - 2\tau$, $t \geq t_0 + 2\tau$.

The values of the numbers $\tau, \alpha,$ and $d$ are independent of the choice of the point $x_0 \in H_0$; they depend only on the choice of the regions $H_0, G_0$, and the values of $T$ and $\gamma$: $-N_0 < \partial V/\partial x_i, \partial V/\partial t < N_0$.

Lemma 3.2 follows from lemma 3.1 on making the substitutions $t \rightarrow -t$, $V \rightarrow -V$. It is clear that the supposition $t_0 \geq \theta$ was made in lemma 3.2 so that the trajectory $x(x_0, t_0, t)$ would be defined for $t \in [t_0 - \theta, t_0]$.

Remarks. (a) It follows from the proof of lemma 3.1 that the first partial derivatives $\partial V/\partial x_i, \partial V/\partial t$ are uniformly bounded by some constant $N_0$, and the value of $N_0$ depends only on the regions $H_0, G_0$, and the numbers $T$ and $\gamma$.

(b) Let it be supposed that the functions $X_i$ are uniformly continuous in the time $t$ in every region $G_0$ in $x$-space, $0 \leq t < \infty$. Then the functions $x(x_0, t_0, t)$ and $dx_i/dt, i = 1, \ldots, n$, are bounded and equicontinuous functions of the time $t$ for $t - 2\theta \leq t \leq t_0 + \theta + 2\tau$ [or for $t_0 = \theta - 2\tau \leq t \leq t_0 + 2\tau$]. In sufficiently small number, relation (3.3) will also be satisfied in region (3.14), in view of the inequality (3.15).

Thus we have shown that the function $V$ of (3.7), (3.9) satisfies all conditions (3.1)-(3.5) of the lemma. The numbers $\alpha, d,$ and $\tau$ do not depend on the arc $x(x_0, t_0, t)$ in the region $H_0$. This is clear because only properties of the functions $X_i$ in the region $G_0$, and the value of the number $T$, were used to specify the values of the numbers $\gamma, \tau, q, p, \beta,$ and $\varepsilon$. The lemma is proved.

The following is a corollary to lemma 3.1.

**Lemma 3.2.** Let $G_0, H_0$ be chosen so that $H_0 \subset G_0, \bar{G}_0 \subset G, 0 \in G_0$, and $G_0$ is bounded. Let $T$ have the property that for every $0, 0 \leq \theta \leq T$, the entire arc $x(x_0, t_0, t)$, $t_0-\theta \leq t \leq t_0$, of a trajectory of (1.3) lies in $G_0$ if $x_0 \in H_0$. Suppose the functions $X_i$ satisfy a Lipschitz condition. Let $\tau > 0$ be an arbitrary positive number. Constants $\alpha, \tau, d$ and a function $V(x, t)$ exist so that:

(a) $V$ is continuous and has continuous first-order partial derivatives in $G$, $-\infty < t < \infty$,
making this statement, we consider only segments of the trajectory \( \{x(x_0, t_0, t)\} \) that lie entirely in the region \( G_0 \) for the specified intervals of time. Under these hypotheses, whenever a positive number \( \varepsilon > 0 \) is given arbitrarily, we can find a finite system of polynomials \( \{y_i(t)\} \) with the following property. For trajectory segments \( x(x_0, t_0, t) \) restricted as above, there will be polynomials from this finite system that approximate the chosen segment of the trajectory in the sense of relation (3.6). Indeed, a family of uniformly bounded and equicontinuous functions admits a finite \( \varepsilon \)-set of polynomials. [This is established as follows. First the limit function is approximated to within \( \varepsilon/4 \) by a suitable polynomial. Because of the uniform convergence, all but a finite number of the functions in the sequence are approximated to within \( \varepsilon/2 \) by this same polynomial. Each of the finite number of functions remaining to be approximated is approximable to within \( \varepsilon \) by its private polynomial because of the equicontinuity.] Thus formula (3.7) shows that there is a finite set of functions \( \{V\} \) such that on every trajectory segment \( x(x_0, t_0, t) \) of the above type we can find a function \( V \) of this set that satisfies the conditions of lemma 3.1 (or of lemma 3.2). It follows that for every \( k \) we can find a constant \( N_k \) so that there is a function \( V \) which satisfies not only the conditions of lemma 3.1 (or lemma 3.2) but also the inequalities

\[
\left| \frac{\partial^k V}{\partial x_1^{k_1} \ldots \partial x_n^{k_n} \partial t^{k_{n+1}}} \right| < N_k \quad (k = 1, 2, \ldots).
\]

### 4. Conditions for the Existence of a Lyapunov Function Having a Derivative \( dv/dt \) of Definite Sign

By a Lyapunov function we mean a testing function \( v(x_1, \ldots, x_n, t) \) that is definite, and that possesses certain other properties that are hypotheses of the various theorems on stability. If the only converse theorem were a theorem guaranteeing the existence of a Lyapunov function with semidefinite total derivative \( dv/dt \), the second method would be a weak one of only limited applicability. Fortunately, valid converses of several of the stability and instability theorems can be proved (existence of Lyapunov functions with derivatives that are definite in sign).

We recall that Lyapunov calls the function \( dv/dt \) positive-definite in a region \( \Gamma \) if there is a continuous function \( w(x_1, \ldots, x_n) \), so that the conditions

\[(4.1) \quad \frac{dv}{dt} = \sum_{i=1}^{n} \frac{\partial v}{\partial x_i} X_i + \frac{\partial v}{\partial t} \geq w(x_1, \ldots, x_n), \]

\[(4.2) \quad w(x_1, \ldots, x_n) > 0 \quad \text{for} \quad x \neq 0 \]

are satisfied in the region \( \Gamma \), and negative-definite if the inequality signs are reversed.

The hypothesis that the derivative \( dv/dt \) should have a definite sign is involved in two of Lyapunov's theorems, the theorem on asymptotic stability [114, p. 261] and the first theorem on instability [114, p. 262]. It will be recalled also (see pp. 8–9) that a further requirement of these theorems is that the function admit an infinitely small upper bound. Lyapunov [114,
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p. 258] says that the function \( v(x, t) \) admits an infinitely small upper bound in the region \( \Gamma \) if a continuous function \( W(x) \) exists for which the conditions

\[
(4.3) \quad W(0) = 0, \quad |v(x, t)| \leq W(x)
\]

are satisfied for \( x \in \Gamma \).

In this section, we shall prove a general theorem on the existence of a Lyapunov function that has a derivative of definite sign in a given region. In the succeeding sections we shall use this general theorem to discuss the existence of a function \( v \) satisfying the conditions of these Lyapunov theorems. We note that the theorems of Lyapunov demand only that the function \( v \) be continuous; they do not impose more rigid requirements on the smoothness of this function. However, practical application requires that the function \( v \) have a derivative that can be represented in the form

\[
(4.4) \quad \frac{dv}{dt} = \sum_{i=1}^{n} \frac{\partial v}{\partial x_i} X_i + \frac{\partial v}{\partial t},
\]

where equations (1.3) have been used. Thus, it is desirable to demonstrate the existence of a function \( v \) that has continuous first-order partial derivatives. There are problems in which it is important to know also that the second-order partial derivatives of \( v \) exist and are continuous. (See, for example, pp. 104-6.) Thus, in theorems on the existence of the function \( v \), it is usually necessary to have a guarantee that \( v \) is sufficiently smooth.

The definition of asymptotic stability (p. 3, definition 1.2) included an estimate of the region of attraction \( G_\delta \). An alternative formulation of Lyapunov’s Theorem on Asymptotic Stability is the following, which includes an estimate of the region \( G_\delta \) in the formulation of the theorem.*

**Theorem 4.1.** Let \( \Gamma \) be a region that is contained in the region \( G \) and contains the point \( x = 0 \). If the differential equations of perturbed motion admit a testing function \( v \) such that

(i) \( v \) is positive-definite in \( \Gamma \),
(ii) \( v \) admits an infinitely small upper bound in the region \( \Gamma \),
(iii) \( dv/dt \) is a negative-definite function in the region \( \Gamma \),
(iv) there are bounded regions \( G_\delta, H_\delta, G_\delta \subset H_\delta, H_\delta \subset \Gamma \), such that

\[
(4.5) \quad \sup[v(x_1, \ldots, x_n, t) \text{ on the boundary of } G_\delta \text{ for } 0 \leq t < \infty] < \inf[v(x_1, \ldots, x_n, t) \text{ on the boundary of } H_\delta \text{ for } 0 < t < \infty],
\]

then the unperturbed motion \( x = 0 \) is asymptotically stable and the region \( G_\delta \) lies in the region of attraction of the point \( x = 0 \).

In the case of instability it is of practical importance to have an estimate for those regions which are forsaken by an unstable perturbed trajectory as time increases. The Lyapunov theorem on instability can be restated in the following form: if there is a region \( \Gamma \) that contains the point \( x = 0 \),

* As Četaev mentions [36, p. 16], this estimate is essentially given by Lyapunov in his proof of the theorem.
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and the function $v$ enjoys the properties enumerated in the theorem above, the perturbed trajectory $x(x_0, t_0, t)$ will leave an arbitrary bounded closed region $\overline{H}_0 \subset \Gamma$, provided $\text{sign } v(x_0, t_0, t) = \text{sign } dv/dt$ in $\Gamma$.

The proof of these theorems is given in detail by Lyapunov [114]. (See p. 64 of this volume.) The validity of the alternative formulation we have given is clearly established by Lyapunov's own proofs.*

The existence of the function $v$ that satisfies the conditions of the theorems above is a basic question. If the function has a derivative $dv/dt$ of definite sign, we can show that the character of the trajectories of perturbed motion does not change if the equations themselves change by a sufficiently small amount. It is thus possible to investigate problems of stability by simplifying or approximating the equations in question.

The existence of a Lyapunov function $v$ that satisfies conditions of the theorems on asymptotic stability has been studied by a number of authors. The first results of a general nature were obtained by Massera [129]–[131], who proved that if the functions $X_i$ in the right member of equations (1.3) of perturbed motion are periodic in time and continuously differentiable, then there exists a continuously differentiable Lyapunov function $v(x, t)$ in a neighborhood of the asymptotically stable unperturbed motion $x = 0$. Barbasin proved in [13], which appeared at the same time as Massera's work, that if the functions $X_i(x)$ have continuous partial derivatives up to the $m$th order inclusive ($m \geq 1$), there exists a Lyapunov function $v(x)$ which possesses continuous partial derivatives up to the $m$th order inclusive.

For the case in which the right members $X(x, t)$ of the equations of perturbed motion are continuously differentiable, Malkin [125] gave necessary and sufficient conditions for the existence of a continuously differentiable Lyapunov function in some neighborhood of an asymptotically stable unperturbed trajectory. References [16] and [17] contain conditions that there exist a Lyapunov function $v(x, t)$ throughout phase space $-\infty < x_i < \infty$ ($i = 1, \cdots, n$) for global stability (i.e., asymptotic stability of the solution $x = 0$, the region of attraction $G_s$ being the entire space). Extremely interesting results were obtained by Kurcveil' [97] and Massera [131], who showed that if the functions $X_i$ in the equations of perturbed motion are only continuous, there does exist a Lyapunov function $v$, which is as smooth as desired, if the solution is asymptotically stable. There are also theorems on the existence of a Lyapunov function for dynamical systems in abstract spaces [91], [93], [196], [197], [199].

The existence of a function $v(x, t)$ satisfying the conditions of Lyapunov's first theorem on instability was considered by the author in [84] and [89].

We shall now adapt the known methods of proving the existence of a Lyapunov function $v$ in the case of asymptotic stability. Theorems on the existence of a Lyapunov function will be proved by a unified method based on lemmas 3.1 and 3.2. We can use the method for both the case of stability and the case of instability.

We adopt the following notation. As always, let the functions $X_i$ of the

* See preceding footnote.
right, members of equations (1.3) be defined in a region \( G \) and satisfy conditions (1.5) and (1.7) there. Let \( \Gamma \) be a bounded region containing the point \( x = 0 \). The symbol \( \rho[p, q] \) denotes the distance between the points \( x_p, x_q \):

\[
\rho[p, q] = \| x_p - x_q \|_2 .
\]

The symbol \( \rho[P, Q] \) denotes the distance between sets \( P \) and \( Q \). The symbol \( O \) denotes the point \( x = 0 \). We set

\[
h = \min \rho[\Gamma', O] .
\]

We choose (for later convenience) a set of monotonically decreasing numbers

\[
h_0 = h, h_1, h_2, \ldots ,
\]

so that \( \lim h_k = 0 \) \((k \to \infty)\). By \( R(k) \) we mean the point set consisting of points for which \( \| x \|_2 < h_k \).

We are interested in conditions under which there is a Lyapunov function \( v \) that has a derivative \( dv/dt \) of definite sign in the given region and that admits an infinitely small upper bound. We shall see that the existence of such a function is closely connected with a certain property of the equation of perturbed motion; this we shall call property A.

**Definition 4.1.** Let \( h_k, R(k) \) be defined as above. Suppose that for every closed bounded region \( \tilde{H}_0, \tilde{H}_0 \subset \Gamma \), and for every positive integer \( k, k > 0 \), there is a number \( T_k \) such that whenever \( t_0 \geq T_k, x_0 \in \Gamma \setminus R(k) \), the segment \( t_0 - T_k \leq t \leq t_0 + T_k \) of the trajectory \( x(x_0, t_0, t) \) does not lie entirely in the region \( H_0 \). Then we say that region \( \Gamma \) has property A.

We show first that property A is a necessary condition for the existence of a function \( v \) that satisfies Lyapunov's theorem on asymptotic stability and his first theorem on instability.

**Theorem 4.2.** Suppose that for every bounded region \( H_0, \tilde{H}_0 \subset \Gamma \), there is a function \( v(x_1, \ldots, x_n, t) \) that admits an infinitely small upper bound in \( H_0 \) and has a derivative \( dv/dt \) that is positive-definite or negative-definite in this region (along a trajectory of the equations (1.3) of perturbed motion). Then the region \( \Gamma \) has property A.

**Proof.** Let \( R(m) \) be a neighborhood of the point \( x = 0 \) that (with its closure) lies entirely interior to \( H_0 \). Let \( x_0 \in H_0 \setminus R(m) \), and suppose \( v(x_0, t_0) \geq 0 \). (If \( v < 0 \), see below.) After time \( \Delta t = \vartheta_m \), the trajectory \( x(x_0, t_0, t) \) lies outside the sphere

\[
S(m): \| x \|_2 < R(m) \exp(-nL_0 \vartheta_m)
\]

because of inequality (4.11), where \( \vartheta_m \) is a fixed positive number. [Inequality (4.11) is proved below.] Here \( L_0 \) is the Lipschitz constant for the functions \( X_i \) in the region \( H_0 \).

Let \( \tilde{H}_1 \subset H_0 \). The value of the derivative \( dv/dt \) along a trajectory of (1.3) has a positive minimum \( \delta_m > 0 \), in \( \tilde{H}_1 \setminus S(m) \). Thus, whenever a segment of the trajectory \( x(x_0, t_0, t) \) lies inside the region \( \tilde{H}_1 \) for all \( t, t_0 \leq t \leq t_0 + \vartheta_m \), we see that

\[
v(x(x_0, t_0, t_0 + \vartheta_m), t_0 + \vartheta_m) > \vartheta_m \delta_m .
\]
The function \( v(x, t) \) admits an infinitely small upper bound. Hence we can find a neighborhood

\[
| x |_2 \leq h_{N(m)}
\]

in which the inequality

\[
| v(x, t) | < \vartheta_m \delta_m
\]

is satisfied. Moreover, the value of \( dv/dt \) is positive, \( dv/dt > 0 \), for the interval of time in which the trajectory \( x(x_0, t_0, t) \) remains in the region \( H_0 \). Thus we conclude from (4.7) and (4.9) that a trajectory \( x(x_0, t_0, t) \) which lies in the region \( H_0 \) cannot enter the sphere (4.8) as \( t \) increases. Moreover, outside the sphere (4.8) the inequality \( dv/dt > \gamma_m \) is satisfied along a trajectory in \( \bar{H}_1 \), where \( \gamma_m \) is a positive constant. Thus the inequality

\[
v(x(x_0, t_0, t), t) > \vartheta_m \delta_m + (t - \vartheta_m)\gamma_m
\]

is satisfied for \( t > \vartheta_m \). Set \( m_t = \max | v |, x \in \bar{H}_1, T_m = M_t/\gamma_m + \vartheta_m \). It follows from (4.10) that the segment of the trajectory \( x(x_0, t_0, t) \) for which \( t_0 - T_m \leq t \leq t_0 \) cannot lie entirely in the region \( \bar{H}_1 \).

If \( v(x_0, t_0) < 0 \), a corresponding argument can be applied to the function \( v(t) = v(x(x_0, t_0, t), t) \), as \( t \) decreases. If we change \( t \) to \(-t\) in the arguments above, we find that the segment of \( x(x_0, t_0, t) \) for which \( t_0 - T_m \leq t \leq t_0 \) cannot lie entirely in \( \bar{H}_1 \). This completes the proof of the theorem, since \( \bar{H}_1 \) is an arbitrary subregion of \( H_0 \subset \Gamma \). If the functions \( X(x, t) \) in the right member of equations (1.3) happen to be periodic functions of time, all with the same period \( \vartheta \) (or in case these functions \( X \) are independent of the time), there is a clear geometric interpretation of property \( A \).

**Lemma 4.1.** Let the functions \( X_i \) be periodic functions of the time \( t \), all with the same period, or independent of time.

A necessary and sufficient condition that the region \( \Gamma \) enjoy property \( A \) is that whenever \( H_0 \) is bounded and \( \bar{H}_0 \subset \Gamma \), no complete trajectory \( x(x_0, t_0, t), -\infty < t < \infty \) (except the point \( x = 0 \)) lie entirely in \( H_0 \).

**Proof.** The necessity of the condition in the lemma is obvious. To demonstrate sufficiency, let \( R(m) \) be a sphere lying (with its closure) in the arbitrary bounded region \( H_0, \bar{H}_0 \subset \Gamma \). Suppose per contra that there is a sequence of points \( x_0^{(i)} \in \bar{H}_0 \setminus R(m) \) and a sequence of moments of time \( t_0^{(i)} \) such that segments of the trajectories \( x(x_0^{(i)}, t_0^{(i)}, t) \) lie entirely in the region \( H_0 \) for all \( t_0^{(i)} - T_i \leq t \leq t_0^{(i)} + T_i \), and that \( T_i \to \infty \) as \( l \to \infty \). Since the set \( H_0 \setminus R(m) \) is a compact set, it is possible to find a subsequence of the \( x_0^{(i)} \) that has a limit point \( x_0 \in \bar{H}_0 \); suppose \( x_0^{(i)} \) is already this subsequence, and that (by the same argument) the moments of time \( t_0^{(i)} \) also have a limit \( t_0 \in [0, \vartheta] \). Indeed, since the functions \( X_i \) are periodic, the initial moments of time \( t_0 \) can all be assumed to lie in the interval \([0, \vartheta] \). It is clear that \( x_0 \neq 0 \). Let \( \bar{H}_1 \) be a bounded region with \( \bar{H}_1 \subset \Gamma \) and \( \bar{H}_0 \subset H_1 \). Since the trajectory \( x(x_0, t_0, t) \) cannot lie entirely in the region \( H_1 \), there must be a moment of time \( t = t_i \) for which \( x(x_0, t_0, t) \in \bar{H}_1 \setminus H_1 \). On the other hand, the integral
curves are continuous; hence for $l$ sufficiently large, the points $x(x_0^{(l)}, t_0^{(l)}, t_l)$ enter an arbitrarily small neighborhood of the point $x(x_0, t_0, t_l)$. Thus the latter point must lie outside the region $\widehat{H}_0$. This contradicts the choice of the points $x_0^{(l)}$, and this contradiction establishes the lemma.

Thus we have proved that property A is a necessary condition for the existence of the Lyapunov function $v$. The study of the converse to Lyapunov's theorem can thus be reduced to the question whether property A is satisfied. We shall now show that property A is not only a necessary, but also a sufficient condition for the existence of a function $v$ that admits an infinitely small upper bound and has a derivative of definite sign.

**Theorem 4.3.** If the region $\Gamma$, $\Gamma \subset G$, has property A, then every bounded region $H_0$ such that $\widehat{H}_0 \subset \Gamma$ enjoys the following properties.

(i) There is a function $v(x_1, \ldots, x_n, t)$ defined in the region $H_0$, such that $dv/dt$ (4.4) has a definite sign along a trajectory of (1.3); $v(x_1, \ldots, x_n, t)$ has partial derivatives $\partial v/\partial x_i, \partial v/\partial t$, which, together with $v$, are continuous and uniformly bounded in $H_0$ for all $t, 0 < t < \infty$.

(ii) Suppose the functions $X_i$ to be uniformly continuous with respect to the time in the region $\Gamma$, $0 < t < \infty$. Then the function $v(x_1, \ldots, x_n, t)$ has continuous partial derivatives of all orders with respect to all arguments. Each derivative of arbitrary order

$$\frac{\partial^m v}{\partial x_1^{m_1} \cdots \partial x_n^{m_n} \partial t^{m_n+1}}$$

is uniformly bounded in the region $H_0$, $0 < t < \infty$ (the bound being peculiar to the particular derivative).

(iii) If the functions $X_i$ are periodic functions of the time $t$, all with the same period $\varphi$ (or if the functions $X_i$ are independent of the time $t$), then if the region $H_0$ has property A there is a function $v(x_1, \ldots, x_n, t)$ that is periodic in the time $t$ with period $\varphi$ (or independent of the time $t$).

**Proof.** We use the following notation. Let $\tau$ be a number such that $3\tau < \rho[\Gamma \setminus \Gamma, H_0]$, and let $H_0(\tau), H_0(2\tau)$ be the set of points $x$ that satisfy the relations $\rho[x, H_0] < \tau, \rho[x, H_0] < 2\tau$ respectively.

Let $h_k$ be the first number in the sequence $h_m$ defined above (p. 19) that satisfies the relation $h_k < \rho[\widehat{H}_0 \setminus H_0, 0]$.

Let $F_m = H_0 \setminus R(m)$ ($m \geq k$). Let $T_m$ be as defined in definition 4.1. First we shall show that for every integer $m \geq k$, there is a number $N(m)$ such that whenever $x_0 \in F_m$, a segment of the trajectory $x(x_0, t_0, t)$ that lies in the region $\Gamma$ for $t_0 \leq t \leq t^*$ (or for $t^* \leq t \leq t_0, |t^* - t_0| \leq T_m$, has no point interior to the region $R(N(m))$. Indeed, the inequality $|x_i(dx_i/dt)| = |x_iX_i| < L_0 \|x\|_2^2$ is satisfied in the region $\widehat{H}_0$ along the trajectory $x(x_0, t_0, t)$, where $L_0$ is the Lipschitz constant for the functions $X_i$ in the region $H_0$. Summing on $i$, we obtain the differential inequality

$$d(||x||_2^2) \leq 2nL_0 \|x\|_2^2 \|dt\| = 2Q \|x\|_2^2 \|dt\|, \quad Q = \text{const.}$$

By integrating the latter inequality, we obtain
EXISTENCE THEOREMS

(4.11) \[ \| x_0 \|_2 \exp (-Q \| t - t_0 \|) \leq \| x(x_0, t_0, t) \|_2 \leq \| x_0 \|_2 \exp (Q \| t - t_0 \|). \]

Now if \( x_0 \in F_m \), it follows that \( \| x \|_2 \geq h_m \), and consequently \( \| x(x_0, t_0, t) \| \geq h_m \exp (-QT_m) \). This establishes our assertion if we choose \( N(m) \) as the smallest integer that satisfies the inequality \( h_{N(m)} < h_m \exp (-QT_m) \). Let \( \gamma_m \) be a number that satisfies the inequalities \( \gamma_m \leq \frac{1}{2}[h_{N(m)} - h_{N(m)+1}], \gamma_m \leq \tau \).

Now we turn to construction of the function \( v(x, t) \). Consider a point \( x_0 \in F(m), m \geq k \). Property A shows that we can choose a number \( \theta \) such that whenever \( |\theta| \leq T_m \) (or \( t_0 < T_m \)), we have \( x(x_0, t_0, t + \theta) \in [\tilde{H}_0(2\gamma) \setminus H_0(2\gamma)] \). For definiteness, let \( \theta > 0 \). Then, by lemma 3.1, there is a function \( V = v(x_0, t_0, x, t) \), defined and continuous in the region \( G \) for all values of the time \( t \). The function \( v(x_0, t_0, x, t) \) has continuous and uniformly bounded partial derivatives \( \partial v/\partial x_i, \partial v/\partial t \). (See remark (a), p. 15.) If we take the number \( \gamma = \gamma_m \) in lemma 3.1, we see that the following conditions are satisfied for \( t_0 - \tau_m < t < t_0 + \tau_m \):

(4.12) \[ v(x_0, t_0, x, t) = 0 \text{ in the region } \| x \|_2 \leq h_{N(m)+1}, \]

(4.13) \[ \frac{dv(x_0, t_0, x(t), t)}{dt} \geq 0 \text{ in the region } H_0, \]

(4.14) \[ \frac{dv(x_0, t_0, x(t), t)}{dt} > d_m \text{ in the region } \| x - x(x_0, t_0, t) \|_2 < d_m, \]

where the numbers \( \alpha_m > 0, \tau_m > 0, d_m > 0 \) depend only on the number \( m \), and are independent of the choice of the point \( x_0 \in F_m \). The symbol \( dv(x_0, t_0, x(t), t)/dt \) denotes the total derivative of the function \( v(x_0, t_0, x, t) \), and \( x(t) \) is a solution of equations (1.3). Since the derivatives \( dx_i/dt \) are uniformly bounded in the region \( H_0(2\gamma) \), inequality (4.14) shows that we can decrease the numbers \( \alpha_m, \tau_m \) until the inequalities

(4.15) \[ \frac{dv(x_0, t_0, x(t), t)}{dt} > d_m \]

are satisfied for \( \| x - x_0 \|_2 < \alpha_m, -\tau_m + t_0 < t < t_0 + \tau_m \). It will be convenient to assume the validity of this auxiliary inequality in the sequel.

Since the set \( F_m \) is compact, we can take a finite set of points \( x_0^{(l)} \in F_m \) \((l = 1, \ldots, N_m)\) so that the system of neighborhoods \( \| x - x_0^{(l)} \|_2 < \alpha_m \) \((l = 1, \ldots, N_m)\) covers \( F_m \). Set \( t_0^{(s)} = \sigma \tau_m/2 (s = 0, 1, \ldots) \). To the sequence of pairs \((x_0^{(l)}, t_0^{(s)})\) there corresponds a sequence of functions \( v(x_0^{(l)}, t_0^{(s)}, x, t) \) constructed by the rule given above.

We define the function

(4.16) \[ v_m(x, t) = \sum_{s=0}^{\infty} \sum_{l=1}^{N_m} v(x_0^{(l)}, t_0^{(s)}, x, t), \]

where the summation is extended over all values of \( l = 1, \ldots, N_m, s = 0, 1, \ldots \).

It can be seen from the above that the function \( v_m \) possesses the following properties: \( v_m(x, t) = 0 \) in the region \( R(N(m) + 1) \); the function \( v_m \) has continuous and bounded first-order partial derivatives in all its arguments at every point of the region \( G \). Indeed, if \( t > 0 \) is arbitrary, only a finite
number of terms in the right member of (4.16) differ from 0 in the neighborhood of an arbitrary point \( x \) of \( G \). Moreover, this number is a bounded constant, independent of the point \( x \). The derivative \( \frac{dv_m}{dt} \) has a definite sign in the region \( F_m \), since an arbitrary point \( x \) of \( F_m \) is contained in at most one neighborhood (4.15); the respective terms in (4.16) satisfy inequality (4.15). Now suppose the inequalities

\[
(4.17) \quad \frac{\partial v_m}{\partial x_i} < P_m, \quad \frac{\partial v_m}{\partial t} < P_m, \quad |v_m| < P_m
\]

are satisfied. We plan to show that the function

\[
(4.18) \quad v(x_1, \cdots, x_n, t) = \sum_{m=1}^{\infty} \frac{1}{P_m^{2m}} v_m(x_1, \cdots, x_n, t)
\]

satisfies all the conditions of the theorem. First, the series in the right member of (4.18) and the series

\[
\frac{\partial v}{\partial x_i} = \sum_{m=1}^{\infty} \frac{1}{P_m^{2m}} \frac{\partial v_m}{\partial x_i}, \quad \frac{\partial v}{\partial t} = \sum_{m=1}^{\infty} \frac{1}{P_m^{2m}} \frac{\partial v_m}{\partial t}
\]

converge uniformly and absolutely in the region \( G \), by inequality (4.16). Thus the function \( v \) exists and is continuously differentiable in \( G \). Next, the fact that \( v \) admits an infinitely small upper bound, and the fact that \( dv/dt \) is positive-definite, follow from the properties of the function \( v_m \) already established. Thus the first assertion of the theorem is proved.

We now prove the second assertion of the theorem. If the functions \( X_i(x_1, \cdots, x_n, t) \) are uniformly continuous in the time \( t \) in the region \( G \) for \( 0 < t < \infty \), remark (b) on p. 15 shows that the function \( V = v(x_0, t_0, x, t) \) has continuous partial derivatives of all orders in every argument, and that these derivatives are uniformly bounded. (It was for this reason that \( X_i \) were required to be uniformly continuous in \( t \).) It follows further that the function \( v_m \) also possesses continuous partial derivatives of every order in all arguments, and satisfies the inequality

\[
(4.19) \quad \left| \frac{\partial^l v_m}{\partial x_1^{i_1} \cdots \partial x_n^{i_n} \partial t^{i_{n+1}}} \right| < P_m^{(l)} \quad [P_m^{(l)} = \text{const.}; \ l = 0, 1, \cdots].
\]

We turn our attention now to the second assertion of the theorem. Suppose that the functions \( X_i \) are uniformly continuous in the time, \( 0 < t < \infty \), in the region \( G \). Redefine the numbers \( P_m \) in equation (4.18) by the relations

\[
(4.20) \quad P_m = \max \ P_m^{(l)} \quad \text{for} \quad \mu, \ l = 1, \cdots, m.
\]

Then the function \( v \) (4.18) is defined in the region \( G \) and has continuous and bounded partial derivatives of every order in all its arguments. Indeed, by relation (4.19), with \( P_m \) chosen as in (4.20), the series in the right member of (4.18) and all the series for the partial derivatives of every order do converge uniformly and absolutely in the region \( G \). This proves the second assertion of the theorem.

We turn now to the third assertion. Suppose that \( X_i(x, t) \) are periodic
functions of the time $t$, and all have the same period $\vartheta$. Formula (4.16) can be summed with respect to $s$ for $-\infty < s < \infty$; in this it can be supposed that the number $\tau_m$ in formula (4.15) is a divisor of the period $\vartheta$. Then the function $v_m(x, t)$ not only enjoys the properties adumbrated above, but also is a periodic function of the time $t$, with period $\vartheta$; i.e., the function $v(x, t)$ of (4.18) is also a periodic function of the time $t$ with period $\vartheta$.

If the functions $X_i$ in the right member of (1.3) are independent of the time $t$, we take $\vartheta > 0$ to be an arbitrary positive number and the numbers $\tau_m$ to be divisors of $\vartheta$, in defining $v_m$. This tentative function $v_m$ is denoted by $v_m^{(0)}(x_1, \ldots, x_n, t)$.

In general, we construct the function $\left(1/l\right)v_m^{(l)}(x_1, \ldots, x_n, t)$ ($l = 1, 2, \ldots$) in the same way we constructed $v_m^{(0)}$, but dividing $\tau_m$ by $l$. All the functions of the sequence so defined are periodic, and the period of the $l$th one is $\vartheta/l$. It can be shown that the functions $v_m^{(l)}/l$ are uniformly bounded in $G$ as $l$ increases; and that the functions $(1/l)[\partial^\mu v_m^{(l)}/\partial x_1^\mu \ldots \partial x_n^\mu \partial t^{\mu+1}]$ are likewise uniformly bounded (with a different bound for each partial derivative). This is so because if, in a neighborhood of every point $x$ of $G$, the number of nonzero terms $v(x_0, t_0, x, t)$ in the formula for $v_m$ is bounded by some constant $N$, the number of nonzero terms in a neighborhood of the same point $x \in G$ in the formula for $v_m(x, t)$ is no greater than $Nl$. The $l$th function is, however, $v_m^{(l)}/l$ (i.e., has been provided with the factor $1/l$). The assertion that the functions $v_m^{(l)}/l$ and all the partial derivatives of this function are bounded is proved.

Next, we observe that every function $v_m^{(l)}/l$ has a derivative $(1/l)dv_m^{(l)}/dt$ that is positive-definite in the region $F_m$; in fact the inequality

\[
\frac{1}{l} \frac{dv_m^{(l)}}{dt} > d_m
\]

is satisfied, independent of $l$ for some positive constant $d_m > 0$. This is true because if $x$ is an arbitrary point $x \in F_m$, the number of terms $v(x_0, t_0, x, t)$ in (4.16) for which inequality (4.15) is satisfied in the formula for $v_m^{(l)}$ is bounded from below by the number $l$. This shows that inequality (4.21) is valid. The functions $(1/l)v_m^{(l)}$ and all the functions

\[
\frac{1}{l} \frac{\partial^\mu v_m^{(l)}}{\partial x_1^\mu \ldots \partial x_n^\mu \partial t^{\mu+1}}
\]

form a family of functions that are uniformly bounded and uniformly continuous. Thus by use of the diagonal process, we can construct a subsequence $v_m^{(l)}(x, t)$ so that all the sequences

\[
v_m^{(l)} \quad \text{and} \quad \frac{\partial^\mu v_m^{(l)}}{\partial x_1^\mu \ldots \partial x_n^\mu \partial t^{\mu+1}}
\]

converge to the respective functions

\[
v_m \quad \text{and} \quad \frac{\partial^\mu v_m}{\partial x_1^\mu \ldots \partial x_n^\mu \partial t^{\mu+1}}.
\]

The function $v_m$ so obtained is a stationary function; that is, it is independent of the time $t$. Moreover, the function has a derivative satisfying
5. LYAPUNOV'S THEOREM ON STABILITY

The statement of the theorem just derived can be made stronger; the conditions imposed on the functions $X_i$ are stronger than those needed to derive the conclusions above. Something weaker than a Lipschitz condition will do. (See [96] and [129].) It is also possible to give conditions under which a function $v$ will exist with a derivative $dv/dt$ of definite sign in the entire domain $G$ of definition of the right member of (1.3); in particular, in the whole space $-\infty < X_i < \infty$. For asymptotic stability, we shall give such conditions in section 5. The most general results seem not to have enough practical interest to be stated here, the case of instability being particularly tedious.

The following theorem is an obvious consequence of theorems 4.2 and 4.3 and lemma 4.1.

**Theorem 4.4.** Let the functions $X_i$ in the right member of equations (1.3) be periodic functions of the time $t$, all with the same period $\vartheta$ (or let them all be independent of the time).

The condition that every bounded region $H_0, \bar{H}_0 \subset G$, have the property that no complete trajectory $x(x_0, t_0, t), -\infty < t < \infty$ (except the trivial trajectory $x=0$) be contained in $H_0$ is a necessary and sufficient condition for the existence, in every such region, of a function $v(x_1, \ldots, x_n, t)$ with the following properties.

(i) $v$ is periodic, with period $\vartheta$ (or independent of the time $t$);

(ii) $v$ admits an infinitely small upper bound;

(iii) the total derivative $dv/dt$, evaluated along (1.3), has a definite sign in the region $H_0$.

In conclusion, we call attention to the following facts. Suppose we know some finite number of segments of the trajectories of (1.3) to within $\varepsilon$, where $\varepsilon$ is the number in inequalities (3.6). If $T^*, m$ are arbitrary positive constants, we can construct a function $v(x_1, \ldots, x_n, t)$ by the method of theorem 4.1 (see also lemmas 3.1 and 3.2) that will have a derivative of definite sign in the region $H_0 \setminus R(m)$ for $0 < t < T^*$. In this region, the function $v$ is given in closed form, i.e., as a finite sum. Thus, if we know that the region $\Gamma$ enjoys property A, a finite number of operations suffices to construct a function $v$ in a given region $H_0 \setminus R(m), 0 < t < T^*$. If the functions $X_i$ are independent of $t$, and it is desired to construct a function $v$ that is also independent of $t$, it is also necessary to find a finite number $l_0$ for which $v_m^{(l_0)}$ (p. 24) is sufficiently close to $v_m(x)$, and to set $v_m(x) = v_m^{(l_0)}(x, 0)$ tentatively. To estimate an acceptable value for $l_0$, it is necessary to know the numbers $P_m$ and $d_m$ in every region $H_0 \setminus R(m)$. In a concrete problem this procedure can admittedly entail an arduous calculation.

5. Theorems on the Existence of a Function $v(x, t)$ that Satisfies the Conditions of Lyapunov's Theorem on Asymptotic Stability

In this section we shall use the basic results of sections 3 and 4 to investigate the existence of a Lyapunov function $v(x_1, \ldots, x_n, t)$ that guarantees
asymptotic stability of the null solution \( x = 0 \) of equations (1.3). We have already pointed out that this question is considered in a number of references [13], [16], [17], [84], [89], [91], [93], [97], [125], [129], [131], [196], [197], [199]. Here we base the proof of existence of the function \( v \) on the results of section 4. We use the revised statement of Lyapunov's theorem on asymptotic stability [condition (4.5), p. 17]. The references cited consider this question of asymptotic stability only for an (arbitrary) initial perturbation in the region \( G \). In the preceding paragraphs we showed that the function \( v \) of Lyapunov's theorem on asymptotic stability exists only if property A holds.

The motion is uniformly asymptotically stable in the sense of the following definition, there is a characteristic property of the region that corresponds to property A in the case of ordinary stability.

**Definition 5.1 [125].** The null solution \( x = 0 \) of equation (1.3) is called asymptotically stable uniformly with respect to the time \( t_0 \) and the coordinates of the initial perturbation \( x_0 \) in the region \( G_\delta \), if

(a) the solution \( x = 0 \) is stable in the sense of Lyapunov (definitions 1.1 and 1.2, pp. 2–3),

(b) for every positive number \( \eta > 0 \), there is a number \( T(\eta) \) such that the inequality

\[
|| x(x_0, t_0, t) ||_2 < \eta
\]

is satisfied for \( t \geq t_0 + T(\eta) \), independent of the initial moment of time \( t_0 \) and the coordinates of the initial perturbation \( x_0, x_0 \in G_\delta \). This property of the trajectories is called property B.

The proof of Lyapunov's theorem on asymptotic stability can be modified to show that the conditions of that theorem carry with them uniform stability in the sense of definition 5.1. (For a proof, see Malkin [125].) Thus it is true that if we wish to establish the existence of a Lyapunov function \( v \) and we know the motion to be asymptotically stable, we can assume that it is uniformly asymptotically stable. (We shall show below that this is equivalent to property A.)

We emphasize that property B is not only a necessary but also a sufficient condition for the existence of a Lyapunov function \( v \) with the appropriate properties. This is the assertion of the following theorem.

**Theorem 5.1.** Let \( 0 \in H_0 \), where \( H_0 \) is a bounded region such that \( \overline{H}_0 \subset G \). If the null solution \( x = 0 \) of the system (1.3) is asymptotically stable uniformly with respect to the time \( t_0 \) and the initial perturbation \( x_0, x_0 \in H_0 \), then there is a function \( v(x, t) \) that has a derivative \( dv/dt \) which is negative-definite along a trajectory of (1.3), in the region \( H_0 \). The function \( v \) is positive-definite in \( H_0 \), admits an infinitely small upper bound there, and has first-order partial derivatives in all its arguments that are uniformly bounded with respect to the time, \( 0 \leq t < \infty \), in \( H_0 \).

If the functions \( X_i(x_1, \ldots, x_n, t) \) are continuous uniformly with respect to the time, \( 0 < t < \infty \) in a region \( H_1 \supset H_0 \), the function \( v(x, t) \) has partial derivatives of all orders with respect to all its arguments, and these derivatives are uniformly bounded, \( 0 < t < \infty \) in the region \( H_0 \) (each derivative with its own bound).
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Proof. We show first that we can find a bounded region $G_{\delta}$ such that $H_0 \subset G_{\delta}$, $G_{\delta} \subset G$, and the solution $x = 0$ is also uniformly asymptotically stable with respect to initial perturbations in $G_{\delta}$ (i.e., has property B). (The value of the constant $T(\gamma)$ need not be the same for $G_{\delta}$ as for $H_0$.)

If $\gamma_0$ is a fixed positive number such that $\gamma_0 < \frac{1}{2}\rho(H_0\setminus H_0, 0)$, and if $t_0 > 0$ is an arbitrary moment of time, we can find a bounded region $\Gamma$, $\Gamma \subset G$ with the property that the trajectory $x(x_0, t_0, t) \in \Gamma$ for $t \geq t_0$ whenever $x_0 \in H_0$; this is definition 1.2. Let $2T = \rho(\Gamma \setminus \Gamma, \Gamma \setminus G)$. If this distance $\rho$ is infinite, we take an arbitrary positive number for $\gamma$. Property B of definition 5.1 yields
\[
\| x(x_0, t_0, t_0 + T(\gamma_0)) \|_2 < \gamma_0 \text{ for all } x_0 \in H_0.
\]
Let $H_0(\gamma)$ be the set of points for which $\rho(H_0, x) < \gamma$. It is clear that $H_0(\gamma) \subset G$. Let $\delta$ be defined by $2\delta = \min(\gamma, \gamma_0) \exp[-nL\gamma T(\gamma_0)]$; let $G_\delta$ be the set of points for which $\rho[H_0, x] < \delta$. By use of an argument similar to that on p. 21 (see [138, p. 23]) it can be shown that, for all values of $t$ for which the segments $[t_0, t]$ of both trajectories $x(x_0', t_0, t)$ and $x(x_0', t_0, t)$ lie entirely in the region $H_\gamma$, the inequality
\[
(5.2) \quad \| x(x_0', t_0, t) - x(x_0', t_0, t) \|_2 < \| x_0' - x_0' \|_2 \exp[nL\gamma |t - t_0|]
\]
holds if $x_0' \subset G_\gamma$ and $x_0' \subset G_\gamma$. If we recall how the regions $H(\gamma), G_\gamma$ were constructed, we see that for $t_0 \leq t \leq t_0 + T(\gamma_0)$, the trajectory $x(x_0', t_0, t)$ lies in the region $H(\gamma)$ for $x_0' \subset G_\gamma$. Moreover,
\[
\| x(x_0', t_0, t_0 + T(\gamma_0)) \|_2 < 2\gamma_0 \quad \text{i.e.,} \quad x(x_0', t_0, t_0 + T(\gamma_0)) \in H_0.
\]
Indeed, to show that this assertion is valid, we need only turn to inequality (5.2) and choose the point $x_0$ so that it is in $H_0$ and the relation $\| x_0' - x_0' \|_2 \leq 2\delta$ is satisfied. By definition 5.1, property B, the inequality
\[
\| x(x_0, t_0, t_0 + T(\gamma_0) + t) \|_2 < \gamma
\]
will be valid for all $t > T(\gamma)$ provided the trajectory enters $H_0$ for $t = t_0 + T(\gamma_0)$.

Let $T(\gamma)$ be the constant of property B, definition 5.1, for initial perturbations $x_0$ in the region $H_0$. Set $T_\delta(\gamma) = T(\gamma_0) + T(\gamma)$. If we take $T_\delta(\gamma)$ as the constant of this definition for the region $G_{\delta}$, the assertion made at the beginning of the proof is established.

We now show that property A of definition 4.1 is satisfied in the region $G_{\delta}$. We take
\[
t_0 \geq T_\delta(\gamma), \quad x_0 \in [G_{\delta} \setminus R(\gamma)],
\]
where $R(\gamma)$ is the region $\| x \|_2 < \gamma$. The point $x(x_0, t_0, t_0 - T_\delta)$ cannot lie in the region $G_{\delta}$ since property B would give
\[
\| x(x(x_0, t_0, t_0 - T_\delta), t_0 - T_\delta(\gamma), t_0) \|_2 = \| x_0 \|_2 < \gamma,
\]
and this is a contradiction.

Thus property A is satisfied in the region $G$ for the negative half-trajectory. On the basis of theorem 4.2, we can construct a function $v(x, \cdots, x_n, t)$ that is defined in the region $H_0$ and satisfies all the conditions of the theorem, except possibly the property of being positive-definite in the region $H_0$. (The function $v$ can be taken to be the negative of the function of theorem
4.2.) To see that the function \( v \) is positive-definite in the region \( H_0 \), we note that all terms of the formulas (4.16) and (4.18) used to construct the function \( v(x_0, t_0, x, t) \) in lemma 3.2 are negative. Moreover, if \( x_0 \) is arbitrary, \( x_0 \in [H_0 \setminus R(m)] \), at most one term in (4.16) satisfies the inequality
\[
v(x_0^{(i)}, t_0^{(i)}, x, t) < -\Delta_m < 0 \quad (\Delta_m = \text{const.})
\]
because of (4.15) and the choice of the numbers \( t_0^{(i)} \). The theorem is proved.

We now turn to the case in which the right members of equations (1.3) are periodic functions of the time, all with the same period \( \vartheta \), or are independent of the time. In such a case, if we consider initial perturbations in a bounded closed region \( \tilde{H}_0 \), asymptotic stability of the null solution \( x = 0 \) is always uniform with respect to the initial coordinate \( x_0 \). (See [125].) This assertion will be proved in Chapter 2, in which the connection between asymptotic stability and the properties of Lyapunov functions is covered in detail. If we anticipate this result, we can establish the following corollary to theorem 5.1.

**Corollary 5.1.** Let \( \tilde{H}_0 \) be a bounded closed region, \( \tilde{H}_0 \subset G \). Suppose that the null solution \( x = 0 \) of equations (1.3) is asymptotically stable, and that the region \( \tilde{H}_0 \) lies in the region of attraction of the point \( x = 0 \). Then there is a region \( H_1 \supset \tilde{H}_0 \) in which a function \( v(x, t) \) can be constructed that is periodic in the time \( t \) with period \( \vartheta \) (or a function \( v(x) \) which is independent of the time), that admits an infinitely small upper bound, and that is positive-definite in the region \( H_1 \). Moreover, the derivative \( dv/dt \) along a trajectory of (1.3) is negative-definite in the region \( H_1 \). The function \( v \) has continuous partial derivatives of all orders with respect to all its arguments, and each one is uniformly bounded in the region \( H_1 \). (The bounds themselves may vary with the particular derivative.)

This solves the problem of obtaining a valid converse to Lyapunov’s theorem on asymptotic stability. It must be mentioned here that theorems 5.1 and 5.2 do not provide a converse to the extended Lyapunov theorem on asymptotic stability (theorem 4.1, p. 17). Such a converse would assert the existence of a function \( v \) that satisfied the conditions of this theorem in the region \( G_\delta \) of initial perturbations, and then infer the existence of a function \( v \) in the region \( \Gamma \) that satisfied condition (4.5) as well as the other conditions of the theorem. Such a general converse theorem is not valid. The following is an easy counterexample.

Let \( dx/dt = X(x, t) \) be a first-order equation with trajectories that are symmetric with respect to the time (see Fig. 2). Suppose the single trajectory \( x(x'_0, 0, t) \) approaches \( x = H_0 \) asymptotically \((H_0 > G_\delta)\); suppose that for all \( t_0 > 0 \), the region \(|x| < G_\delta \) lies in the region of attraction of the point \( x = 0 \).

We can even think of an example in which the trajectories \( x(x_0, t_0, t) \) approach \( 0 \) uniformly in \( x_0, t_0 \), in the region \( t \geq 0, |x| < H_0 < G_\delta \).

In this example we cannot construct a function \( v(x, t) \) for \( 0 < t < \infty, |x| < H \) that is positive-definite in this region and for which the derivative \( dv/dt \) is negative-definite along the trajectories \( 0 < t < \infty, |x| < H \). Theorem 4.2,
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p. 19, insofar as estimates of the regions $G_0$ and $H_0$ are concerned, does not settle the problem for arbitrarily large moments of time $t_0 > 0$, but only concerns the existence of a function $v$ for those moments at which the initial perturbation occurs (here, at $t_0 = 0$).

If the right members of equation (1.3) are independent of the time, Lyapunov’s theorem on asymptotic stability, in its extended form with condition (4.5), always has a valid converse, as will be seen later.

There is a case in which Lyapunov’s theorem on asymptotic stability in extended form does have a valid converse. This occurs when every infinite half-trajectory $t \geq t_0$ remains in the region $G$, $x(x_0, t_0, t) \in G$ as long as it starts in $G$: $x_0 \in G$; the region $G$ is the one in which asymptotic stability of the null solution $x = 0$ is assumed to occur (with respect to initial perturbations $x_0$). This case is naturally called “stability in the large.”

In particular, if the region $G$ is the entire space $-\infty < x_i < \infty (i=1, \ldots, n)$, the problem of asymptotic stability is certainly “in the large.” In a problem in which an arbitrarily large initial perturbation can occur, such a point of view is useful, but it is also useful in case there is a way of estimating beforehand the magnitude of possible initial perturbations $x_0$.

We next state a theorem that gives a condition sufficient for asymptotic stability in the large in the region $G$. The following definitions are necessary preliminaries.

**Definition 5.2.** The function $v(x, t)$ admits an infinitely great lower bound on the boundary of the region $G$ (or simply, admits an infinitely great lower bound in $G$, or is radially unbounded in $G$),* if a continuous function $w(x_1, \ldots, x_n)$ exists in $G$ such that

$$v(x, t) \geq w(x) \quad \text{everywhere in } G;$$

and

$$\lim w(x) = \infty, \quad \text{as} \quad \xi(x) \to \infty,$$

where $\xi(x) = \max \{\rho(0, x), 1/\rho(\overline{G}\backslash G, x)\}$.

* The term *radially unbounded* is used by Hahn [66], [68].
**Definition 5.3.** The null solution \( x = 0 \) is called uniformly asymptotically stable in the large in the region \( G \) (or, property B is said to hold in the large) if for arbitrary preassigned positive \( \eta > 0 \) and arbitrary \( H_0, \bar{H}_0 \subset G \), there are always a number \( T(H_0, \eta) \) and a bounded region \( H_1, \bar{H}_1 \subset G \) such that the relations

\[
(5.3) \quad x(x_0, t_0, t) \in H_1 \quad \text{for all} \quad t \geq t_0,
\]

\[
(5.4) \quad ||x(x_0, t_0, t)|| < \eta \quad \text{for all} \quad t \geq t_0 + T(H_0, \eta),
\]

hold for every initial moment of time \( t_0 \) and for every given value of \( x_0 \in H_0 \).

A sufficient condition for asymptotic stability in the large is the following.

**Theorem 5.2.** The null solution \( x = 0 \) of equations (1.3) is asymptotically stable in the large in the region \( G \) if there exists a function \( v(x, t) \) such that

(i) \( v(x, t) \) is positive-definite in \( G \);

(ii) \( v(x, t) \) admits an infinitely small upper bound in \( G \);

(iii) \( v(x, t) \) admits an infinitely great lower bound on the boundary of \( G \) (\( v(x, t) \) is radially unbounded in \( G \)).

(iv) The derivative \( dv/dt \) along a trajectory of (1.3) is negative-definite in \( G \).

This theorem was established in [15]–[17] for the case in which \( G \) is the entire space \( -\infty < x_i < \infty \); the general result was established in [97] and [131]. The theorem is incorrect without assumption (iii); a counterexample appears in [16].

Lyapunov’s methods are sufficient to prove the theorem; we give the proof here to emphasize the uniform character of the resulting stability.

**Proof.** Let \( \bar{H}_0 \) be a bounded closed region, \( \bar{H}_0 \subset G \). We write \( M(H_0) = \sup v, x \in H_0, 0 < t < \infty \). Clearly \( M(H_0) < \infty \), since \( v(x, t) \) admits an infinitely small upper bound in \( G \). Since the function \( v \) admits an infinitely great lower bound on the boundary of \( G \), there is a bounded region \( H_1 \) such that \( H_0 \subset H_1, \bar{H}_1 \subset G, v(x, t) > M(H_0) \) for \( x \in G \setminus H_1 \).

Let \( x_0 \in H_0 \), and consider the trajectory \( x(x_0, t_0, t) \). Since \( dv/dt < 0 \) along this trajectory, it follows that \( x(x_0, t_0, t) \in H_1 \) for \( t \geq t_0 \). There is a constant \( \alpha = \alpha(\eta, H_1) \) such that the inequality \( dv/dt < -\alpha(\eta, H_1) \) will be satisfied for the entire time during which the trajectory \( x(x_0, t_0, t) \) lies in \( H_1 \) and outside the neighborhood \( ||x||_2 < \eta \). Consequently, the inequality

\[
v(x(x_0, t_0, t), t) < v(x_0, t_0) - \int_{t_0}^{t} \alpha \, dt = v(x_0, t_0) - \alpha(t - t_0)
\]

will be satisfied.

Thus the length of time during which a segment of the trajectory \( x(x_0, t_0, t) \) lies entirely outside the neighborhood \( ||x||_2 < \eta \) is bounded by the number \( T = M(H_0)/\alpha \). This shows that for some \( t > t_0 + T \), the trajectory enters the neighborhood \( ||x||_2 < \eta \), by virtue of an argument similar to one of Lyapunov [114, p. 261]; see p. 9. Thus the asymptotic stability of the null solution \( x = 0 \) in the large in the region \( G \) is proved. It is worth remarking that the region \( H_1 \) and the number \( T \) do not depend on the choice of the point \( x_0 \in H_0 \); they depend only on the region \( H_0 \).
We now show that the condition of uniform asymptotic stability in the large in the region \( G \) is in its turn a sufficient condition for the existence of a function \( v(x, t) \) that satisfies the conditions of theorem 5.2.

**Theorem 5.3.** If the null solution \( x = 0 \) of equations (1.3) is uniformly asymptotically stable in the large in the region \( G \), there is a function \( v(x, t) \) such that

(\( i \)) \( v \) is positive-definite in \( G \);

(\( ii \)) \( v \) admits an infinitely small upper bound in \( G \);

(\( iii \)) \( v \) admits an infinitely great lower bound on the boundary of \( G \);

(\( iv \)) the derivative \( dv/dt \) is negative-definite along a trajectory of the system (1.3);

(\( v \)) the partial derivatives \( \partial v/\partial x_i, \partial v/\partial t \) (\( i = 1, \ldots, n \)) are continuous and bounded in every bounded subregion \( \bar{H}_0, \bar{H}_0 \subset G \), uniformly with respect to the time, \( 0 < t < \infty \).

If the functions \( X_i \) in the right member of equation (1.3) are uniformly continuous in the time \( t \) in every bounded region \( H_0(\bar{H}_0 \subset G) \), the function \( v \) has continuous partial derivatives of all orders with respect to all its arguments; these are uniformly bounded in time in every region \( H_0, 0 < t < \infty \). (Each derivative has its own constant bound.)

If the functions \( X_i \) are periodic functions of the time, all with the same period \( \theta \) (or if they are independent of the time), there is a function \( v \) that is a periodic function of the time with period \( \theta \) (or is independent of the time), and has properties (\( i \)), (\( ii \)), (\( iii \)), (\( iv \)), and (\( v \)).

**Proof.** Let \( H_0 \) be some bounded region, \( \bar{H}_0 \subset G \). By theorems 4.2 and 5.1, there is a function \( v_0(x_1, \ldots, x_n, t) \), which is defined in the region \( G \) and has the following properties.

(\( i \)) Let \( 3\gamma = \rho[\bar{G} \setminus G, H_0], H_0(2\gamma) = \{ x | \rho[H_0, x] < 2\gamma \} \). Outside the region \( H_0(2\gamma) \) the function \( v_0 \) is identically 0.

(\( ii \)) \( v_0 \) is positive-definite in the region \( H_0 \).

(\( iii \)) \( v_0 \) admits an infinitely small upper bound.

(\( iv \)) The value of the derivative \( dv/dt \) along the equations (1.3) of perturbed motion is negative-definite in the region \( H_0 \).

(\( v \)) In the region \( H_0(2\gamma) \setminus \bar{H}_0 \), the function \( v_0 \) has a positive derivative \( dv_0/dt \), which satisfies the inequality

\[
\frac{dv_0}{dt} < N_0 \quad (N_0 = \text{const.}).
\]

Now let \( \{H_m\}, m = 0, \pm 1, \pm 2, \ldots \), be a sequence of regions with the following properties:

(\( i \)) \( \bar{H}_m \subset H_{m-1} \);

(\( ii \)) \( \bigcup_m H_m = G \);

(\( iii \)) if \( \epsilon > 0 \) is an arbitrary positive number, there is a number \( N_\epsilon \) such that \( H_m \subset R(\epsilon) \equiv \{ x | \| x \| < \epsilon \} \) for \( m \geq N_\epsilon \);

(\( iv \)) \( H_{-1} = H_0(2\gamma) \).

It is clear that such a sequence always exists.
Set $F_m = H_{m-1} \setminus H_m$. Using the construction in the proof of theorem 4.2, we can define functions $v_m$, $m = -1, -2, \ldots$, which satisfy the following conditions:

\begin{align}
(5.6) \quad \frac{dv_m}{dt} &< -d_m < 0 \quad \text{in the region } F_m, \\
(5.7) \quad \frac{dv_m}{dt} &\leq 0 \quad \text{in the region } \bar{H}_m, \\
(5.8) \quad v_m = 0 \quad \text{in } H_{\mu(m)}; \quad v_m = 0 \quad \text{in the region } G \setminus \bar{H}_m, \\
(5.9) \quad \left| \frac{dv_m}{dt} \right| &< M_m \quad \text{in the region } F_{m-1}, \\
(5.10) \quad v_m > Q_m > 0 \quad \text{in the region } F_m.
\end{align}

It is important to note that regions $H_{\mu(m)}$ exist where $v_m \equiv 0$. Moreover, as $m$ decreases, the index $\mu(m)$ of such a region $H_{\mu(m)}$ also decreases indefinitely. This assertion can be established as follows. First we apply lemma 3.2 to conclude that the terms $v(x_0, t_0, x, t)$, which are summed in formula (4.16) to construct the function $v_m$, can be taken to be 0 in the region $H_{\nu+1}$, if the corresponding segment of the trajectory $x(x_0, t_0, x, t)$, $-\theta + t_0 \leq t \leq t_0$, along which the function $v(x_0, t_0, x, t)$ was constructed, lies outside the region $H$. Next we observe that definition 5.3, property B, shows that if the point $x_0$ lies outside the region $H_m$, then every segment of the trajectory $x(x_0, t_0, t)$ will lie outside the region $H_{\nu(m)}$ for $t < 0$. Finally, we note that as $m$ decreases, $\nu(m)$ also decreases. The assertion made above is thus verified by the choice $\mu(m) = \nu(m) + 1$. We now multiply the function $v_m$ by a positive constant, if necessary, to obtain the results

$$v_m > -m \quad \text{in the region } F_m \quad \text{for } m = -1, -2, \ldots$$

and

$$\frac{dv_m}{dt} < -2 \sum_{k=m+1}^{0} \left| \frac{dv_k}{dt} \right| \quad \text{in the region } F_m \quad \text{for } m = -1, -2, \ldots.$$ 

It is now easy to verify that the function

$$v(x, t) = \sum_{m=-\infty}^{m=0} v_m(x, t)$$

satisfies all the conditions of the theorem. The details are not included. Only obvious properties of the functions $v_m$ are involved.

We showed by example (Fig. 2, p. 29) that the extended Lyapunov theorem has no valid converse if the region of attraction $H_0$ is defined by something like relation (4.5), if we require that the function $v(x, t)$ be defined in the region $I'$ for all $t \in (0, \infty)$ and be independent of the time. However, this theorem can be modified in such a way that the modified theorem admits a converse in all cases, and at the same time the statement of the theorem includes conditions similar to inequality (4.5) for estimating the region of attraction $G_\delta$. The modification consists in permitting the region
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In which the function \( v(x, t) \) is defined, and also the region \( H_0 \), on the boundary of which \( \inf v \) exceeds (sup \( v \) in \( G_\delta \)), to depend on the time \( t \). The corresponding modification of theorem 4.1, p. 17, is as follows. The null solution \( x = 0 \) is asymptotically stable, and the region \( G_\delta \) lies in the region of attraction of the point \( x = 0 \), provided it is possible to construct a function \( v(x, t) \) with the following properties.

(i) The function \( v(x, t) \) is defined in a region \( G(t) \subset \Gamma' \) for every \( t, 0 < t < \infty \).

(ii) The function \( v(x, t) \) is positive-definite in \( G(t) \).

(iii) The function \( v(x, t) \) admits an infinitely small upper bound in \( G(t) \).

(iv) The total derivative \( dv/dt \) along a trajectory of (1.3) is negative-definite in \( G(t) \).

(v) For every \( t, 0 < t < \infty \), there is a connected region \( G_0(t) \) which decreases continuously with time, and is such that \( G_0(t) \subset G(t) \);

\[
(5.11) \quad [\sup v(x, t) \text{ in } G_\delta] < [\inf v(x, t) \text{ in } G_0(t) \setminus G_\delta(t)].
\]

To prove this assertion, let \( x_0 \in G_\delta \), and consider the trajectory \( x(x_0, t_0, t) \). From inequality (5.11) we see that the trajectory in question cannot leave the region \( G_\delta(t) \) for \( t \geq t_0 \), since the derivative \( dv/dt \) is negative for all \( \tau \leq t \) in the region \( G(\tau) \), which contains \( G_\delta(\tau) \). Thus for \( t \geq t_0 \), we have \( x(x_0, t_0, t) \in G(t) \subset \Gamma \). Moreover, the derivative \( dv/dt \) is negative-definite in the region \( G(t) \), so the proof can be completed in the same manner as in Lyapunov's book [114, p. 261]; see p. 9. We remark further that the estimates obtained during the proof show that the solution \( x = 0 \) is asymptotically stable in the sense of definition 5.1 (property B obtains), with respect to initial perturbations \( x_0 \) in the region \( G_\delta \).

Conversely we can show that if the solution \( x = 0 \) is uniformly asymptotically stable in the sense of definition 5.1, i.e., uniformly with respect to \( x_0 \) and the time \( t_0 \) \( (x_0 \in G_\delta) \), property B, then there is a function \( v(x, t) \) that satisfies all the conditions given above. This is the assertion of the following theorem.

**Theorem 5.4.** If the null solution \( x = 0 \) of equation (1.3) is uniformly asymptotically stable in the sense of definition 5.1 (property B), and if \( G_\delta \) lies in the region of attraction, there is a function \( v(x, t) \) defined in a region \( G(t) \) for all \( t > 0 \) \( (G_\delta \subset G(t) \subset \Gamma) \); \( v \) is positive-definite in \( G(t) \); \( v \) admits an infinitely small lower bound in \( G(t) \); and the total derivative \( dv/dt \) along a trajectory of (1.3) is a negative-definite function in \( G(t) \). Moreover, for each \( t, 0 < t < \infty \), there is a uniformly bounded region \( G_\delta(t) \), \( \overline{G}_\delta(t) \subset G(t) \), for which inequality (5.11) is satisfied.

**Proof.** Here we prove this assertion only when the functions \( X_i \) satisfy somewhat more stringent conditions than those made above. We suppose that \( X_i(x, t) \) in the right members of equations (1.3) have continuous partial derivatives \( \partial X_i/\partial x_j \) \( (i = 1, \ldots, n; j = 1, \ldots, n) \), which are uniformly bounded in the region \( \Gamma \) with respect to the time, i.e.,

\[
(5.12) \quad \left| \frac{\partial X_i}{\partial x_j} \right| < L, \quad x \in \Gamma, \quad 0 < t < \infty.
\]
As shown in the beginning of the proof of theorem 5.1, there is a region $H_1$ such that $\bar{G}_0 \subset H_1$, $\bar{H}_1 \subset \Gamma$, and the solution $x = 0$ is asymptotically stable in the sense of definition 5.1, i.e., uniformly with respect to the initial perturbation $x_0$ in the region $H_1$ (property B). Let $G(t)$ be a region that contains the points $x(x_0, t_0, t)$, where $x_0 \in H_1$ and $t_0$ satisfies $0 < t_0 < t$. Let $G_0(t)$ be the closed set of points $x(x_0, t_0, t)$ for $0 \leq t_0 \leq t, x_0 \in \bar{G}_0$. We construct the function $\nu_1(x, t)$ in the region $G(t)$ as follows. Let $\varphi(t)$ be a continuous function of $t$ that decreases monotonically to 0 for $t \to \infty$, chosen to satisfy
\begin{equation}
||x(x_0, t_0, \tau)||^2 \leq \varphi(\tau - t_0) \quad \text{for all } \tau > t_0, \quad x_0 \in G(t_0).
\end{equation}
The fact that the null solution is uniformly asymptotically stable is enough to guarantee the existence of such a function $\varphi(t)$; for details, see for example [124, p. 306]. At the same time (same reference) it can be shown that there is a monotonically increasing function $V(\varphi)$ which has a monotonically increasing derivative, and for which the conditions
\begin{align}
\int_0^\infty V'(\varphi(t)e^n) L_t \, dt &= N_1 < \infty, \\
\int_0^\infty V'(\varphi(t)e^n) L_t \, dt &= N_2 < \infty
\end{align}
are also satisfied. The function $\nu(x_1, \cdots, x_n, t)$ defined by the formula
\begin{equation}
\nu(x_1, \cdots, x_n, t) = \int_{t_0}^\infty V(||x(x_0, t_0, \tau)||^2) \, dt
\end{equation}
is continuously differentiable in the region $G(t)$ in each of the arguments $x_1, \cdots, x_n, t$. It has a negative-definite derivative $dV/dt$ in this region; the function $\nu(x, t)$ is positive-definite in $G(t)$. Formula (5.16) and conditions (5.14) and (5.15) are enough to establish the truth of this formula. See for example [124, pp. 300-307]. Set $M = \sup \nu(x, t)$ for $x \in G_0, 0 < t < \infty$. We now construct a continuous differentiable function $f(x_1, \cdots, x_n, t)$ defined in the region $G(t)$ for $0 < t < \infty$, which satisfies the conditions
\begin{align}
f(x, t) &= ||x||^2 \quad \text{in the region } G_0(t), \\
V(f(x, t)) &> Q \quad \text{in the region } \rho[x, G_0(t)] > \frac{1}{4} \rho[\bar{G}(t) \setminus G_0(t), G_0(t)]
\end{align}
where
\begin{align*}
Q &= 4MN L_1 \frac{1}{\alpha} \max(||x||^2 \quad \text{for } x \in \overline{\Gamma} \setminus \Gamma), \\
\alpha &= \min[\bar{G}(t) \setminus G(t), G_0(t)] \quad \text{for } 0 < t < \infty.
\end{align*}
The fact that such a function $f(x, t)$ exists can be proved by defining a function that is possibly discontinuous on the boundary of $G_0(t)$, and then smoothing out this discontinuity. Without going into details, we note that under the conditions given it is possible to construct a function $f(x, t)$ that has derivatives $\partial f/\partial x_i (i = 1, \cdots, n)$ everywhere in the region $\Gamma$, and that these derivatives will be bounded uniformly with respect to $t$, $0 < t < \infty$. \end{document}
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The function \( v(x, t) \) defined by the formula

\[
\begin{align*}
\text{(5.19)} \quad v(x_{i_0}, \ldots, x_{n_0}, t_0) &= \int_{t_0}^{\infty} V(f(x(x_0, t_0, \tau), \tau)) \, d\tau \\
\end{align*}
\]

will satisfy all the conditions of the theorem. We verify only condition (5.11). By (5.17), we see that \( v = v_1 \) in the region \( G_\delta \); we plan to establish the inequality

\[
\text{(5.20)} \quad v(x, t) > M \quad \text{for} \quad \rho[x, G_\rho(t)] > \frac{\alpha}{2}, x \in G(t).
\]

When this is established, we shall be able to choose for \( G_\rho(t) \) the set of points defined by \( \rho[x, G_\rho(t)] < \alpha/2 \), and condition (5.11) will be verified. Let \( x_0 \) be a point in the region (5.20). If \( \theta = \alpha/(4nLR) \), \( R = \max(||x||, x \in \mathbb{R}) \), the estimate

\[
\begin{align*}
\text{(5.21)} \quad v(x_0, t_0) &= \int_{t_0}^{\infty} V(f(x(x_0, t_0, \tau), \tau)) \, d\tau > \int_{t_0}^{t+\theta} V(f) \, d\tau \\
\end{align*}
\]

is valid.

For \( t \geq \theta = \alpha/(4nLR) \), the trajectory \( x(x_0, t_0, t) \) remains in the region \( \rho[x, G_\rho(t)] > \alpha/4 \), (5.18) is satisfied, and the point \( x_0 \) satisfies the inequality \( v(x_0, t_0) > \theta Q > M \); thus inequality (5.20) follows.

We note further that the function \( v(x, t) \) has uniformly bounded partial derivatives \( \partial v/\partial x_i \) in the region \( G(t) \) of its definition, because, if \( x \in G(t) \),

\[
\begin{align*}
\text{(5.21)} \quad v(x_0, t_0) &= \int_{t_0}^{\infty} V(f) \, dt = \int_{t_0}^{t_0+\theta} V(f) \, d\tau + v(x(t_0 + \theta), t_0 + \theta), \\
\end{align*}
\]

where \( x(t_0 + \theta) \in G_\delta \).

Since the solution \( x = 0 \) is asymptotically stable uniformly with respect to the initial point in the region \( H_1 \) (hence also in \( G(t) \)), the numbers \( \theta \) defined above are uniformly bounded.

The first term of (5.21) is an integral that depends on the coordinates \( x_{i_0} \) as parameters. By the theorem of [39, pp. 23–30], the solutions \( x_i(x_0, t_0, t) \) have continuous partial derivatives \( \partial x_i/\partial x_{j_0} \), which are uniformly bounded for \( t_0 \leq t \leq t_0 + \theta \). Moreover, the functions \( V, f, x_i(x_0, t_0, t) \) are assumed to be continuous and differentiable in their arguments. Since an integral can be differentiated under the integral sign with respect to parameters [186a, pp. 67, 74], the integral term of (5.21) has uniformly bounded partial derivatives with respect to \( x_{j_0} \). The second term of (5.21) also has uniformly bounded partial derivatives \( \partial v/\partial x_{j_0} \) for \( x_0 \in G_\delta \). (See p. 33.) Thus the function \( v(x, t) \) is differentiable in the region \( G(t) \). The truth of our assertion is established.

6. Theorems on the Existence of a Function \( v(x, t) \) that Satisfies the Conditions of Lyapunov's First Theorem on Instability

In this section we shall use the results of sections 3 and 4 to investigate the existence of a Lyapunov function \( v(x, t) \) that satisfies the conditions of his first theorem on instability. This theorem appears on p. 9; see [114, theorem II, p. 262]. Let us first consider the general case of unstable motion,
i.e., the case in which the functions $X_i(x, t)$ in the right member of equation (1.3) depend explicitly on the time. The function $v(x, t)$ in the theorem of Lyapunov that applies to this case has a derivative, $dv/dt$, of definite sign along a trajectory of (1.3) and admits an infinitely small upper bound. By theorem 4.3, this is only possible if there is a region which contains the unperturbed solution $x = 0$, and which has property A of definition 4.1. That is, when theorem II [114, p. 262] applies, not only is the null solution $x = 0$ unstable, but some neighborhood of the point $x = 0$ enjoys property A. Thus, when the null solution $x = 0$ is unstable, the existence or non-existence of the Lyapunov function $v$ in his second theorem depends only on the satisfaction of property A. The following theorem asserts the existence of a Lyapunov function $v$.

**Theorem 6.1.** If the null solution $x = 0$ of equation (1.3) is unstable in a region* $\Gamma$ that enjoys property A (p. 19), then, if $H_0$ is a bounded region, $H_0 \subset \Gamma$, a Lyapunov function $v(x, t)$ must exist that satisfies the conditions of Lyapunov's first theorem on instability. This function $v$, then, has the following properties.

(i) $v$ admits an infinitely small upper bound.

(ii) The derivative $dv/dt$ has a definite sign in the region $H_0$.

(iii) For every positive $t_0 > 0$, there is a sequence of points $x_0^{(k)}$ such that $\lim_{k \to \infty} x_{10}^{(k)} = 0$ ($i = 1, \cdots, n$), and sign $v(x_0^{(k)}, t_0) = \text{sign } dv/dt$.

(iv) The function $v(x, t)$ has continuous partial derivatives $\partial v/\partial x_i, \partial v/\partial t$ ($i = 1, \cdots, n$), which are uniformly bounded in the compound region $x \in H_0, 0 \leq t < \infty$.

If the functions $X_i$ are uniformly continuous in the time for $0 < t < \infty$, the function $v$ has continuous partial derivatives of every order with respect to all arguments, and these are uniformly bounded for $0 \leq t < \infty$ (each derivative having its own bound).

**Proof.** By theorem 4.2, a function can be defined in the region $H_0$ that has all the properties required by theorem 6.1 except possibly property (iii).

Let $v_i(x, t)$ denote the function whose existence is assured by theorem 4.2. Let $H_i$ be a bounded region, $H_0 \subset H_i \subset \Gamma$. Let $x_0^{(k)} \in H_0$ ($k = 1, 2, \cdots$) be a sequence of points that converges on the point $x = 0$, and is such that the trajectories $x(x_0^{(k)}, 0, t)$ enter the region $H_i$ with increasing $t$, and let this penetration occur for the first time for $t = t_k > 0$. By lemma 3.1, it is possible to construct a function $v^{(k)}(x, t)$ that is positive in a neighborhood of the segment $x(x_0^{(k)}, 0, t)$ ($0 < t < t_k$), whose derivative is positive in this neighborhood. Thus, the inequality $dv^{(k)}/dt \geq 0$ is satisfied in the region $H_0$. Further, the functions $v^{(k)}$ have continuous partial derivatives of arbitrary order in all arguments in the region $x \in H_0, t > 0$. Let $N_k$ be a sequence of numbers

* In other words, if $H_0 \in \Gamma$ is a bounded closed subregion of $\Gamma$, there must be a sequence of points $x_0^{(k)}$ converging to the point $x = 0$ so that the trajectory $x(x_0^{(k)}, t_0, t)$ leaves the region $H_0$ as the time $t$ increases. Moreover, it must be possible to define such a sequence for every fixed value of $t_0 > 0$. 
subject to the inequalities

\[ |v^{(k)}| < N_k, \quad \left| \frac{\partial^{\mu} v^{(m)}}{\partial x_1^{\mu_1} \cdots \partial x_n^{\mu_n} \partial t^{\mu_{n+1}}} \right| < N_k \]

for \(0 \leq t < \infty\) and for \(m = 1, \ldots, k\). The existence of such a sequence of numbers follows from the fact that each of the functions \(v^{(k)}\) can be chosen to have values which differ from 0 at least for the interval \(t < t_k + 2\tau_k\), where \(t_k, \tau_k\) depend on \(x_0^{(k)}\). We construct the function

\[ v_2(x, t) = \sum_{k=1}^{\infty} \frac{1}{2^k N_k} v^{(k)}(x, t) . \]

The function \(v_2\) is defined in the region \(x \in H_0, 0 < t < \infty\), and in this region \(v_2\) has continuous partial derivatives in all its arguments. These are all uniformly bounded (each with its own constant bound), since series (6.2) and the series obtained by differentiating (6.2) converge uniformly and absolutely in the region \(x \in H_0, 0 < t < \infty\). The properties of the functions \(v^{(k)}\) specified above thus show that the relation

\[ v_2(x_0^{(k)}, 0) = \alpha_k > 0 \quad (k = 1, 2, \ldots) \]

is satisfied.

By theorem 4.2, the function \(v_1\) has uniformly bounded partial derivatives \(\partial v_1(x, t) / \partial x_i\). Thus the function \(v_1\) satisfies the inequality

\[ |v_1(x, t)| < M \|x\|_2 \quad (x \in H_0, M = \text{const.}) . \]

Let \(f(r)\) be a function that has continuous derivatives of all orders, and such that

\[ f(M \|x_0^{(k)}\|) < \frac{1}{2} \alpha_k , \]

and that \(f'(r) > 0\) for \(r \neq 0\). (It is easy to show how to construct such a function.)

We now construct the function \(v = f(v_1) + v_2\), and show that \(v\) satisfies all the conditions of the theorem. Without expounding all details, we show in particular that, if positive \(t_0 > 0\) is arbitrary, we can construct a sequence of points for which \(v > 0\), and this sequence must converge to the point \(x = 0\). If \(x_0^{(k)}\) is such a sequence, there must be a sufficiently small neighborhood \(u_k(x_0^{(k)})\) of \(x_0^{(k)}\) in which the inequality \(v > 0\) is satisfied for \(t = 0\), by inequalities (6.3), (6.4), and (6.5). The inequality \(v > 0\) will therefore continue to be satisfied for all values \(t > 0\) for which the trajectory \(x(x_0, 0, t)\) remains in the region \(H_0\), since the derivative \(dv/dt\) is positive-definite along this trajectory, assuming that \(x_0\) lies in the neighborhood \(u_k\). Therefore, the inequality \(v(x(x_0, 0, t_0), t_0) > 0\) holds for all sufficiently large \(k\), for all \(x_0 \in u_k, t_0 > 0\). Since the solution \(x(x_0, t_0, t)\) depends continuously on the initial conditions, it follows that \(\lim x(x_0, 0, t_0) = 0\) (as \(x_0 \to 0\)), so that the set of points \(x(x_0, 0, t_0)\) with \(x_0 \in u_k\) has the origin \(x = 0\) for a limit. Moreover, the inequality \(v > 0\) is satisfied at every point of this set. The remaining assertions of the theorem are established easily; for example, the
smoothness of the function \( v(x, t) \) follows immediately from the corresponding property of the functions \( v_1, v_2 \). See remark (b) after lemma 3.2 (p. 15) and also theorem 4.2.

Now we turn to the case in which the right members \( X_i \) of equations (1.3) are periodic functions of the time, all with the same period \( \theta \), or do not depend explicitly on \( t \). In these cases we have already seen that property A is equivalent to the requirement that no entire trajectory (except \( x = 0 \)) of the system (1.3) lie in a bounded region \( H_0, H_0 \subset \Gamma' \) (lemma 4.1, p. 20). The following theorem summarizes the situation for instability in this case.

**Theorem 6.2.** Let the functions \( X_i(x, t) \) of equations (1.3) be periodic functions of the time \( t \), all with period \( \theta \), or let them not depend explicitly on \( t \). Let the null solution \( x = 0 \) of (1.3) be unstable in the region \( \Gamma \). (See footnote, p. 36.) Suppose further that no bounded region \( H_0 (H_0 \subset \Gamma) \) contains an entire trajectory (not \( x = 0 \)) of the system (1.3). Let \( H_0 \) be such a region (i.e., \( H_0 \subset \Gamma \)). Then a function \( v(x, t) \) exists that satisfies the conditions of Lyapunov's first theorem on instability in this region, i.e.,

(i) \( v(x, t) \) is defined in \( H_0 \), and admits an infinitely small upper bound there.

(ii) \( dv/dt \) has a definite sign in \( H_0 \).

(iii) For every \( t > 0 \), one can find a sequence of points \( x_{0}^{(k)} \) that converges to 0 (\( k \rightarrow \infty \)) and is such that \( \text{sign} \ v(x_{0}^{(k)}, t) = \text{sign} \ dv/dt \).

(iv) The function \( v(x, t) \) is periodic in \( t \), with period \( \theta \) (or does not depend explicitly on \( t \)).

(v) The function \( v(x, t) \) has continuous derivatives of all orders with respect to all arguments, for \( x \in H_0 \).

**Proof.** By theorem 4.4, there is a function \( v(x, t) \) that is a periodic function of \( t \), or a function \( v(x) \) that does not depend explicitly on \( t \), which satisfies all the conditions of the theorem to be proved with one possible exception. Suppose for definiteness that the function \( v \) has a positive-definite derivative \( dv/dt \) in the region \( H_0 \); then the doubtful property is that \( v(x, t) \) take positive values in every neighborhood of the point \( x = 0 \). We have only to show that if the null solution \( x = 0 \) is unstable in \( \Gamma, H_0 \subset \Gamma \), the function \( v(x, t) \) of theorem 4.3 also enjoys this doubtful property.

Suppose *per contra* that there is some neighborhood \( U, 0 \in U \subset H_0 \) of the origin in which the function \( v(x, t) \) is nonpositive. Suppose further (case 1) that for all \( x \in U, v(x, t) < 0 (x \neq 0) \). Consider a certain region \( 0 < \delta_1 \leq \|x\|_2 \leq \delta_2 \), contained in \( U \). Since \( v(x, t) \) is continuous and negative in this region, it will achieve a negative maximum there for \( 0 \leq t \leq \theta \). Thus, the periodic function \( v(x, t) \) must be negative-definite in some neighborhood of the point \( x = 0 \). This would mean that the function \( v \) satisfies all the conditions of Lyapunov's theorem on asymptotic stability in this neighborhood, contradicting the hypothesis that the point \( x = 0 \) is unstable. This leads us to the second case. Suppose there is a sequence of points \( x_{0}^{(k)} \neq 0 \), and values \( t_{0}^{(k)}, 0 \leq t_{0}^{(k)} < \theta \) such that \( \lim x_{0}^{(k)} = 0 \) and \( v(x_{0}^{(k)}, t_{0}^{(k)}) = 0 \). (In case the functions
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$X_i$ do not depend explicitly on the time, we take $\theta$ as an arbitrary positive number.) Since the derivative $dv/dt$ is positive-definite along a trajectory of the system (1.3), we see that

$$v(x(x_0^{(k)}, t_k, 2\theta), 2\theta) = \int_{t_k}^{t_k + 2\theta} \frac{dv}{dt} dt,$$

and this last integral exceeds the uniform positive bound

$$\int_{\theta}^{2\theta} \frac{dv}{dt} dt.$$

This is a contradiction, since $x(x_0^{(k)}, t_0^{(k)}, 2\theta) \to 0$ as $x_0^{(k)} \to 0$, which makes it impossible for $v$ to satisfy $v \leq 0$ in the neighborhood $U$. This contradiction shows that there must indeed be a sequence of points in which $v > 0$ converging on $x = 0$. Theorem 6.2 is proved.

7. Theorems on the Existence of a Function $v(x, t)$ that Satisfies the Conditions of Lyapunov’s Second Theorem on Instability, or Četaev’s Theorem on Instability

In this section we show that if $x = 0$ is unstable, it is always possible to construct a function $v(x, t)$ that satisfies the conditions of Lyapunov’s second theorem on instability [114, theorem III, p. 226]. We also show that (if $x = 0$ is unstable) there is a function $v$ that satisfies Četaev’s theorem on instability [36, p. 34]. Thus both these theorems always give in principle a method of establishing the instability of the null solution $x = 0$ (when this solution is in fact unstable). We refer first to the theorem of Četaev, and then to Lyapunov’s result. We make the following definition [36].

**Definition 7.1.** Let the function $v(x, t)$ be defined in a certain region $H_0$. We call the function $dv/dt$ positive-definite in the region $v > 0$ (for $x \in H_0$, $0 < t < \infty$) provided that for every positive number $\delta > 0$ there is a positive number $\epsilon = \epsilon(\delta) > 0$ such that $dv/dt > \epsilon$ for all $x$ such that $x \in H_0, v(x, t) > \delta$.

The direct theorem of Četaev reads as follows.

**Theorem (Četaev).** Suppose that a function $v(x, t)$ can be defined for all positive $t > 0$, having the property that for values of the arguments $x_i$ that are arbitrarily small in absolute value ($i = 1, \cdots, n$), the value of the derivative $dv/dt$ along a trajectory of the equations (1.3) is positive-definite in the region $v > 0$. Then the perturbed motion is unstable [36, p. 34].

We note that Četaev does not require the conditions to be satisfied in an entire neighborhood of the point $x = 0$. It is sufficient that the conditions are fulfilled only in the region $v > 0$. Moreover, the theorem will be valid if the region $v > 0$ contains an open set of points $V$ such that $v(x, t) > 0$ for $x \in V$, and $v(x, t) \to 0$ for $x \to V \setminus V$.

In Četaev’s theorem, the set of points $x, t$ for which $v(x, t) > 0$ is also an open set in the $(n + 1)$-dimensional space $x \times t$. The region $V$ can become smaller with time, the change being continuous in $t$. If the solution $x = 0$
is unstable in a fixed region \(\Gamma\) (see footnote, p. 36), the theorem gives sufficient conditions that the function \(dv(x, t)/dt\) be positive-definite in a region \(\overline{H_0} \subset \Gamma\). Moreover, the theorem has no content unless it is always possible to define a function \(v\) with the above properties for every \(H_0, \overline{H_0} \subset \Gamma\).

A converse of Cetaev's theorem was first given for the case in which the functions \(X_i(x, t)\) of equations (1.3) do not depend explicitly on the time \(t\). Subsequently, Vrkoč [183] and the author [91] established the existence of a function \(v(x, t)\) in the general case. Here we base our proof of the existence of a function \(v\) on lemma 3.1. The theorem we formulate is somewhat stronger than those in the references. We begin with a definition.

**Definition 7.2.** Let the null solution \(x = 0\) of equations (1.3) be unstable in the region \(\Gamma\), and let \(H_0\) be a bounded region, \(\overline{H_0} \subset \Gamma\). By the region of instability for the null solution \(x = 0\) in the region \(H_0\) for \(t = t_0\), we mean the set of points \(E(t_0)\) such that the trajectory \(x(x_0, t_0, t)\) always leaves the region \(\overline{H_0}\) with increasing \(t\) whenever \(x_0 \in E(t_0) \subset H_0\).

Let \(H_0\) be a given region, and suppose the region \(\overline{H_0}\) satisfies the conditions of Cetaev's theorem.* Then the points \(x_0\) in the region \(v > 0\) are contained in \(E(t_0)\). We repeat Cetaev's proof [36, pp. 34-35]. Suppose that \(v(x_0, t_0) = \alpha > 0\). The relation \(dv/dt > 0\) shows that the trajectory \(x(x_0, t_0, t)\) remains in the region \(v(x, t) > \alpha\) for all time, and hence in the region \(v(x, t) > 0\). On the other hand \(x(x_0, t_0, t) \in \overline{H_0}\) for \(t \geq t_0\). Since the function \(dv/dt\) is positive in the region \(v > 0\), \(x(x_0, t_0, t)\) remains in the region \(\overline{H_0}\). Thus the relation \(dv/dt > \beta > 0\) holds for some positive constant \(\beta\). Thus the estimate \(v(x(x_0, t_0, t), t) > \beta(t - t_0)\) is valid for all such values of \(t \geq t_0\). This shows that the trajectory \(x(x_0, t_0, t)\) cannot lie in the region \(\overline{H_0}\) for all values of \(t\) on the segment \(t_0 \leq t \leq t_0 + T\), where \(T = (\max |v|\) in \(\overline{H_0}) / \beta\). The assertion is thus proved.

The question of a converse to Cetaev's theorem comes down to the existence of a function \(v(x, t)\) such that the region \(v > 0\) is contained in the region of instability \(E(t)\) of definition 7.2. We can give a satisfactorily complete answer to this question and show that a function \(v(x, t)\) always exists with a region of instability that coincides with the region \(E(t)\) in \(H_0\). This is the assertion of the following theorem.

**Theorem 7.1.** Let the null solution \(x = 0\) be unstable in the region \(\Gamma\) and let \(H_0\) be a bounded region, \(\overline{H_0} \subset \Gamma\). Then a function \(v(x, t)\) can be defined that satisfies the conditions of Cetaev's theorem on instability** in the region \(\overline{H_0}\). That is, if \(x\) is a point in the region \(v > 0, x \in \overline{H_0}\), the function \(dv/dt\) is positive-definite in the sense of definition 7.1, p. 39; the function \(v\) is bounded and

---

* The derivative \(dv/dt\) along a trajectory of (1.3) is calculated from the formula \(dv/dt = \sum X_i \partial v/\partial x_i + \partial v/\partial t\). Thus the partial derivatives in question must exist and be continuous in some neighborhood of the point at which \(dv/dt\) is being computed. The discussion requires that if a point \(x \in \overline{H} \setminus H_0\) is such that \(v(x, t) > \varepsilon > 0\), then for every \(t > 0\) there be a neighborhood of points \(x \in \overline{H_0} \setminus H_0\) with the same property.

** See preceding footnote.
continuous in the region $\bar{H}_0$, and the partial derivatives $\partial v/\partial t, \partial v/\partial x_i$ $(i=1,\ldots,n)$ are bounded uniformly in the time. For every value of the time $t = t_0$, the region of instability $E(t_0)$ (in $H_0$) coincides with the region $v > 0$.

**Proof.** We show first that the region of instability $E(t_0)$ is an open subset of $\bar{H}_0$. Take a point $x_0 \in E(t_0)$. The definition of $E(t_0)$ is such that there is a value $t = t^*$ for which the point $x(x_0, t_0, t^*) \in (I \setminus \bar{H}_0)$. The solution $x(x_0, t_0, t)$ depends continuously upon the initial values $x_0, t_0$. Thus we can find two positive numbers $\delta > 0, r > 0$ such that the points $x(x_0, t_0, t^*)$ all lie outside the region $H_0$ whenever the inequalities $||x_0 - x|| < \delta, ||t_0 - t|| < r$ are satisfied. The points $x_0, ||x_0 - x|| < \delta$ thus belong to the set $E(t_0)$. This is indeed the meaning of the assertion that the set $E(t_0)$ is open in $H_0$. We have established more; we have shown that the set $[x_0, t_0]$ is open in the $(n+1)$-dimensional space $x \times t$, where this set is defined as $E(t_0)$ for $0 < t_0 < \infty$. The collection of all such points $x_0, t_0$, where $x_0 \in E(t_0), 0 \leq t_0 < \infty$, we denote simply by $E$.

We now turn to the construction of the function $v$. We take $\delta_1 < 1$ and a monotone decreasing sequence of positive numbers $\delta_k, k = 1, 2, \ldots$. We denote by $E_k, k = 1, 2, \ldots$, the set of points $x \in H_0, 0 \leq t < \infty$ defined by the relation

$$\delta_k \leq t \leq k, \rho[x, \{\bar{E}(t) \setminus E(t)\}] \geq \delta_k, x \in E(t).$$

Let $m$ be the first number for which the set $E_m$ is nonempty. We consider the pairs $x_0, t_0$ contained in the regions $E_k$ for $k \geq m$. The definition of $E_k$ shows that the point $x_0$ is in $E(t)$. Thus we can find a point $t^* > t_0$ such that the point $x(x_0, t_0, t^*) \in \bar{H}_0$. Set $\tau = \min \rho[x(x_0, t_0, t), \{\bar{H}_0 \setminus E(t)\}]$ for $t_0 \leq t \leq t^*$.

We construct a function $v(x_0, t_0, x, t)$ that satisfies the conditions of lemma 3.1. This lemma shows that a function $v(x_0, t_0, x, t)$ does exist that satisfies the conditions

$$v(x_0, t_0, x, t) = 0 \text{ in } \bar{H}_0 \setminus \bar{E}(t);$$

$$v > c, dv/dt > c$$

for some constant $c > 0$, when the relations $||x_0 - x|| < \alpha, ||t_0 - t|| < \tau$ are satisfied, where $\alpha, \tau$ are sufficiently small positive numbers; and the relation $dv(x_0, t_0, x(t), t)/dt \geq 0$ holds in the region $\bar{H}_0$.

The function $v(x_0, t_0, x, t)$ has continuous partial derivatives or arbitrary order with respect to all its arguments in the region $I$. We construct a function $v(x_0, t_0, x, t)$ of this type for every pair $(x_0, t_0) \in E_k$, where $(x_0, t_0)$ runs through a finite number of pairs such that for that set of pairs the corresponding neighborhoods (7.2) cover $E_k$. Since $E_k$ is a bounded closed set in $(n + 1)$-dimensional space $x \times t$, this is possible. We number this finite system of points with the indices $1, \ldots, N_k$ and denote the corresponding functions by the symbols $v_l^{(k)}(x, t), l = 1, \ldots, N_k$. We form the function

$$v_k(x, t) = \sum_{l=1}^{N_k} v_l^{(k)}(x, t).$$
This function \( v_k(x, t) \), \( k = m, m + 1, \ldots \) clearly enjoys the following properties.

The function \( v_k \) is defined in the region \( x \in \mathcal{I}, 0 < t < \infty \), and possesses continuous partial derivatives of every order with respect to all its arguments in that region.

In the region \( \mathcal{H}_k \setminus \mathcal{E} \) the relation \( v_k = 0 \) holds. For every \( k \geq m \), moreover, we can find a number \( T_k \) such that \( v_k = 0 \) for \( t \geq T_k \). This is true because each of the finite number of terms in the right member of (7.3) takes non-zero values only on a finite segment of the \( t \)-axis. Thus the modulus of the function \( v_k \) is bounded by some constant \( P_k \).

Each of the partial derivatives

\[
\frac{\partial^n v_k}{\partial x_1^{\mu_1} \cdots \partial x_n^{\mu_n} \partial t^{\mu_{n+1}}}
\]

is bounded in modulus by some constant \( P_k^{(\mu)} \).

In the region \( E_k \), we have \( dv_k/dt \geq \alpha > 0 \); in the region \( \mathcal{H}_0 \), we have \( dv_k/dt \geq 0 \).

We define the function \( w_k \) by the equality \( w_k(x, t) = v_k(x, t) \exp(t - T_k) \).

Next we note that the relation

\[
\frac{dw_k}{dt} = w_k + \exp(t - T_k) \frac{dv_k}{dt}
\]

holds. Now, since \( dv_k/dt \geq 0 \) in the region \( H_0 \), the function \( w_k \) satisfies the inequality \( dw_k/dt \geq w_k \) in the region \( \mathcal{H}_0 \), and has all the other properties that the function \( v_k \) was shown to have. Thus, inequalities of the type

\[
\left| \frac{dw_k}{\partial x_1^{\mu_1} \cdots \partial x_n^{\mu_n} \partial t^{\mu_{n+1}}} \right| < R_k
\]

are valid for \( x \in \mathcal{H}_0, 0 < t < \infty \). The function \( v(x, t) \) is defined by the relation

\[
v(x, t) = \sum_{k=m}^{\infty} \frac{w_k(x, t)}{(R_k 2^k)}
\]

where \( R_k \) equals \( R_k^{(\mu)} \), the max being taken over the values \( l = 1, \ldots, k \), \( \mu = 1, \ldots, k \). This function \( v(x, t) \) has all the properties required by the theorem. The function \( v \) is defined in the region \( x \in \mathcal{H}_0, 0 < t < \infty \). The function \( v \) is zero: \( v = 0 \) in the region \( \mathcal{H}_0 \setminus \mathcal{E}(t) \) for every \( t \geq 0 \); also \( v(x, t) > 0 \), \( dv/dt > v \) in the region \( \mathcal{E}(t) \). Thus the region \( \mathcal{E}(t) \) coincides with the region \( v > 0 \). The theorem is proved.

We emphasize that the proof of theorem 7.1 establishes more than a mere converse of Četaev's theorem; in fact, we show that this converse is equivalent to the converse of Lyapunov's second theorem on instability. This theorem was stated by Lyapunov [114, p. 266] in the following form.

**Theorem III.** Suppose a bounded function \( v \) can be defined so that the total derivative \( dv/dt \) of the function \( v \) along the trajectories of the system (1.3) has the form \( dv/dt = \lambda v + w \), where \( \lambda \) is a positive number and \( w \) either is identically zero or is semidefinite. If \( w \) is not identically zero, suppose further that the function \( v \) has the property that for every \( t \) greater than a certain
§7. LYAPUNOV'S SECOND THEOREM ON INSTABILITY

fixed bound the function \( v \) has the same sign as \( w \) for all sufficiently small values of \( x \). Then the null solution is unstable.

Remark. If we wish to conclude that the solution \( x = 0 \) is unstable in an entire region \( \Gamma \), it is sufficient to require that a function \( v \) satisfying all conditions of theorem III should exist in every closed bounded subregion \( \bar{H}_0 \in \Gamma \).

It is easy to see that the function \( v \) which was constructed in the proof of theorem 7.1 does satisfy all the conditions of theorem III of Lyapunov. We make this assertion in the form of the following theorem.

**Theorem 7.2.** If the null solution \( x = 0 \) of equation (7.3) is unstable in the region \( \Gamma \), there is a function \( v \) that satisfies the conditions of Lyapunov's second theorem on instability in any preassigned closed bounded region \( \bar{H}_0 \in \Gamma \). This function has continuous partial derivatives of all orders with respect to all arguments, and each derivative is bounded (with its own bound) in the region \( H_0 \), \( 0 < t < \infty \).

We now consider the case in which the right members of equation (1.3), the functions \( X_l \), are periodic functions of the time of period \( \vartheta \), or do not depend explicitly on the time. In this case it is interesting to show that there is a periodic function \( v(x, t) \), or a function \( v(x) \) that satisfies the conditions of Lyapunov's theorem on instability, or Četaev's theorem. The proof that such a function exists is obtained from the proof of theorem 7.2 by making modifications similar to those which came up in discussing the converse of the first theorem on instability (p. 36).

Suppose, for example, that the functions \( X_l \) are periodic functions of the time \( t \) of period \( \vartheta \). The function \( v \) is constructed as follows. The functions \( w_{kl}(x, t) \) are the functions \( w_{kl}(x, t) = w_k(x, t + l\vartheta) \) \( (l = 0, \pm 1, \pm 2, \cdots) \). The function \( w_k \) is

\[
W_k(x, t) = \sum_{l=-\infty}^{\infty} w_{kl}(x, t).
\]

Every term in formula (7.6) is nonzero for only a finite segment of values of \( t \), and for each of the functions \( w_{kl} \) the length of this segment is uniformly bounded by the number \( l \). Thus, in the neighborhood of every point \( x \in \bar{H}_0 \), \( 0 < t < \infty \), only a finite number of terms \( w_{kl} \) are different from zero, and this number is even uniformly bounded by a constant that is independent of the choice of \( x \). Thus the functions \( W_k \) enjoy all the properties that the functions \( w_k \) did, including the estimates on the corresponding derivatives. Moreover, \( W_k \) is a periodic function of the time \( t \) with period \( \vartheta \).

The remaining steps in constructing the function \( v \) use the function \( W_k \) in the same way that the functions \( w_k \) were used earlier.

If the functions \( X_l \) are independent of the time \( t \), we construct the function \( v \) by building first a sequence of functions \( v_{l,k}(x, t), l = 1, 2, \cdots \) of period \( \vartheta/l \), the details being analogous to the work above.
Some Modifications of Lyapunov's Theorems

8. Preliminary Remarks

In this chapter we shall describe various modifications of the classical theorems of Lyapunov. The idea of these modifications can be explained as follows: In Chapter 1 we showed that Lyapunov's theorems have a converse if the conditions of these theorems (including theorem III) involve not only the property of stability (asymptotic stability or instability) but also the property of uniform asymptotic stability (“property A”; see Chapter 1, p. 19). The connection between additional properties of the null solution of the differential system on the one hand, and additional restrictions on the Lyapunov function on the other hand, is a fundamental question. This is the essential question of a converse to the theorems. Modifications and generalizations of Lyapunov's theorems have been obtained by Četaev [36], K. P. Persidskii [145], [147], [148], Zubov [199], Massera [129]–[131], Kurcveil' [96], [97], [100], Gorbunov [61], and many others. We shall consider chiefly those generalizations and modifications which concern stability defined in a certain sense we call uniform. In a later section we give a modification of Četaev's theorem on instability, and show the connection between Četaev's theorem on instability and that of Persidskii [145], [147], [148], who gave criteria based on the concept section, which he introduced.

Those modifications and generalizations of Lyapunov's theorems which themselves admit converses are of special interest (and importance). By a converse, it will be recalled, we mean a theorem on the existence of a Lyapunov function, given a particular property of the trajectories. Only such theorems are discussed in this chapter.

9. Uniform Nonasymptotic Stability

The stability of the null solution \( x = 0 \) in the sense of definition 1.1 (p. 2) is given by Lyapunov's theorem [114, p. 82]:

**Theorem.** Suppose equations (1.3) are such that a positive-definite function \( v \) exists, and the total derivative \( dv/dt \) is negative-semidefinite along a trajectory of (1.3). Then the null solution is stable.

This theorem is proved in the Introduction (p. 9). Persidskii [145], [147],
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[148] showed that this theorem admits a converse. That is, if the functions $X_i$ are supposed to have a certain degree of smoothness, there is always a function $v$ that satisfies the conditions of the theorem, provided the null solution $x = 0$ is stable.

Persidskii's proof is as follows: Suppose the right members $X_i(x_1, \cdots, x_n, t)$ of equations (1.3) are defined and continuous in the region

\[ || x || < H, \quad 0 \leq t < \infty \quad (H = \text{const.}), \]

and suppose the partial derivatives $\partial X_i/\partial x_j$ ($i = 1, \cdots, n; j = 1, \cdots, n$) are continuous in the same region. We suppose that the null solution $x = 0$ is stable in the sense of definition 1.1, p. 2, and prove the existence of a function $v(x_1, \cdots, x_n, t)$ satisfying the conditions of Lyapunov's theorem on stability in the region

\[ || x || < H_0, \quad H_0 < H, \quad 0 \leq t < \infty. \]

We define $Y_i(x, t) = X_i(x, t) \phi(x)$, where $\phi$ is a continuous differentiable function that satisfies the conditions

\[ \phi(x_1, \cdots, x_n) = 0 \quad \text{for} \quad || x || \geq H, \]

and

\[ \phi(x_1, \cdots, x_n) = 1 \quad \text{for} \quad || x || < H_0. \]

We consider the auxiliary system of equations

\[ \frac{dx_i}{dt} = Y_i(x_1, \cdots, x_n, t) \quad (i = 1, \cdots, n). \]

We denote a solution of the system (9.5) by $y_i(x_0, t_0, t)$. The function $v$ is defined by the relation

\[ v(x_1, \cdots, x_n, t) = (e^{-t} + 1) \sum_{i=1}^{n} y_i^2(x_1, \cdots, x_n, t, 0). \]

We have to prove that this function satisfies the conditions of the theorem. The trajectory $y_i(x_0, t_0, t)$ has the following properties. When $|| x || < H_0$, the system (9.5) coincides with the system (1.3). If we displace $x_i = x_i(t)$ ($i = 1, \cdots, n$) along the trajectory $y_i(x_1, \cdots, x_n, t_0, t)$, (9.5) shows that the value of $y_i$ in formula (9.6) does not change. (The term $y_i$ in formula (9.6) is simply the initial value of the trajectory, i.e., the value at $t = 0$.) Thus $\partial v/\partial x_i = 0$ and we obtain the relation

\[ \left( \frac{dv}{dt} \right)_{(1.3)} = -(|| y(x, t, 0) ||^2) e^{-t} < 0 \quad (x \neq 0). \]

Thus the derivative $dv/dt$ is a negative-definite function in the region (9.2). We claim further that the function (9.6) is positive-definite in the region (9.2). Indeed, let $x_0$ be a point in the region

\[ \varepsilon < || x_0 || < H_0, \]

and let $t > 0$ be some fixed moment of time. Since the solution is stable
at \( t_0 = 0 \), we can find a number \( \delta > 0 \) such that the relation
\[
|| x(x_0^*, 0, t) || < \varepsilon
\]
holds whenever \( || x_0 || < \delta \). Thus the relation
\[
\delta < || y(x_0^*, t, 0) || < H
\]
holds if the point \( x_0 \) is in the region (9.7). The second of these inequalities follows from the fact that the trajectory of the equation (9.5) which starts from the point \( x_0 < H \) does not leave this region for \( 0 \leq t < \infty \). This is true because the functions \( Y_i \) have been constructed so that the region is bounded by the singular points \( || x || = H \). Moreover, in the entire region \(-\infty < x_i < \infty, 0 \leq t < \infty \) the system (9.5) has a unique solution. Inequality (9.8) shows that for the point \( x_0 \) being considered, the function (9.6) is indeed defined and satisfies the inequality \( v(x_0, t) > \delta^2 \). Thus the function \( v \) is positive-definite. The solution \( y_i(x_{i0}, \cdots, x_n, t) \) is continuously differentiable with respect to the initial values \( x_{i0} \). Therefore, the function (9.6) has continuous partial derivatives \( \partial v/\partial x_i \) \( (i = 1, \cdots, n) \). Thus the existence of a Lyapunov function \( v \) is established.

Remark. In general it is not possible to establish the existence of a function \( v(x, t) \) which would have partial derivatives that are uniformly bounded in the region (9.2). If the functions \( X_i \) are periodic or do not depend explicitly on the time, it is not possible to show that a periodic function \( v \) exists, or that a function \( v \) exists which does not depend explicitly on the time. The difficulty is exemplified by a phase diagram (Fig. 3) for a system of two equations. In this figure the point \( x = 0 \) is surrounded by a countable system of trajectories, the concentric circles \( Q_k, k = 1, 2, \cdots \). These circles approach the point \( x = 0 \) for \( k \to \infty \).

The trajectories in the annular region bounded by the circles \( Q_{k+1}, Q_k \) are spirals that leave the circle \( Q_{k+1} \) and approach the circle \( Q_k \). Suppose it were possible to construct a continuous function \( v(x_1, x_2) \) defined in the neighborhood of the point \( x_1 = x_2 = 0 \), whose derivative \( dv/dt \) is negative-semidefinite along every trajectory. In view of the relation \( dv/dt \leq 0 \), the value of the function \( v \) at the point \( x_1 = x_2 = 0 \) cannot be less than the value of \( v \) on any one of the circles \( Q_k \). The further requirement \( v(0) = 0 \) makes it clear that the function \( v(x) \) cannot be positive-definite. This shows that in the case under consideration there is no function \( v(x) \) of the arguments \( x_1, x_2 \) alone which would satisfy the conditions of Lyapunov's theorem on instability.

Let us now compare the properties of the Lyapunov function \( v \) in the theorem on stability with the function \( V \) of the theorem on asymptotic stability. The function \( V \) must satisfy two requirements in addition to those imposed on the function \( v \):

(V1) The function \( V \) admits an infinitely small upper bound.
(V2) The derivative \( dV/dt \) is definite, whereas the derivative \( dv/dt \) is presumed to be only semidefinite.

Here we are assuming that the functions \( v \) and \( V \) are defined and satisfy
the conditions of the respective theorems in a region

\[ \| x \| < H, \, 0 \leq t < \infty. \]  

The additional properties V1 and V2 imply certain properties of the trajectories \( x(x_0, t_0, t) \) of system (1.3). (See section 5, p. 26.)

(T1) The number \( \delta > 0 \) in definition 1.1, p. 2, is a function of the number \( \varepsilon \), and independent of the initial time \( t_0 \).

(T2) The solution \( x = 0 \) is asymptotically stable.

(T3) In some region \( \| x \| < H_0 \), the trajectories \( x(x_0, t_0, t) \) approach the solution \( x = 0 \) in a manner that is uniform with respect to the initial moment of time, \( 0 < t_0 < \infty \), and the initial value \( x_0 \).

It is also clear that property T1 is a consequence of property V1. This was first noted by K. P. Persidskii [147]. His definition can be formulated as follows.

**Definition 9.1.** The null solution \( x = 0 \) of equation (1.3) is called uniformly stable with respect to the initial time \( t_0 \), provided that there is a positive function \( \delta = \delta(\varepsilon) \) of the positive argument \( \varepsilon > 0 \) such that for all \( t, t_0 \) with \( t \geq t_0 > 0 \), the relation

\[ \| x(x_0, t_0, t) \| < \varepsilon \]  

holds for every initial value \( x_0 \) such that
This type of uniform stability we call property C. The point of this definition is that $\delta$ is independent of $t_0$.

**Theorem.** The solution $x = 0$ is uniformly stable with respect to $t_0$; that is, it enjoys property C whenever a Lyapunov function $v(x, t)$ exists that is positive-definite, admits an infinitely small upper bound, and has a total derivative that is negative-semidefinite when evaluated on trajectories of (1.3). [See (1.13).]

**Proof.** Let $v$ be a function that satisfies the conditions of this theorem in the region (9.9) and let $\varepsilon$ be a positive number that satisfies the inequality $\varepsilon < H$. Let $\lambda$ be the infimum of $v(x, t)$ for $||x|| = \varepsilon$, $0 < t < \infty$. Since the function $v$ admits an infinitely small upper bound, we can choose a number $\delta > 0$ so that for $||x|| \leq \delta$, $0 < t < \infty$, the relation $v(x, t) < \lambda$ is satisfied. If we now use the additional hypothesis that $dv/dt \leq 0$ in the region (9.9), we see that inequality (9.10) is satisfied for all values of $x_0$ that satisfy (9.11). The theorem is proved.

When property C is present, the interesting inverse question presents itself: is it possible to construct a function $v$ that enjoys the properties of the theorem just proved? The author gave a positive answer to this question in [87]. Later Kurcveil' [96] showed that a function $v$ exists under conditions on the functions $X_i$ which involve considerably less smoothness than those assumed in [87].

In this section we show that a Lyapunov function $v$ exists that admits an infinitely small upper bound whenever the null solution $x = 0$ is uniformly stable in the sense of property C. We shall suppose that the functions $X_i$ are defined, bounded, and continuous in a region (9.9). We shall suppose further that the derivatives $dX_i/dt$, $\partial X_i/\partial x_j$ ($i = 1, \ldots, n; j = 1, \ldots, n$) are continuous in this region. (The hypothesis that the derivative $dX_i/dt$ exist and be continuous can be omitted at the expense of complicating the proof.)

**Theorem 9.1.** If the null solution $x = 0$ of equation (1.3) is uniformly stable with respect to the time $t_0$, in the sense of property C, a function $v(x, t)$ can be defined that enjoys the following properties in a region (9.2):

(i) $v(x, t)$ is positive-definite.

(ii) $v(x, t)$ admits an infinitely small upper bound.

(iii) The derivative $dv/dt$ evaluated along the trajectories of (1.3) is negative-semidefinite.

(iv) $v(x, t)$ has partial derivatives $\partial v/\partial t$, $\partial v/\partial x_i$ ($i = 1, \ldots, n$) that are continuous in the region (9.2).

**Proof.** The functions $X_i(x, t)$ can be extended into the region $-\theta < t \leq 0$, for some positive constant $\theta > 0$, so that the extended functions are con-
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Continuously differentiable in the larger region. To do this, define $X(x, r)_{r<0} = 2X(x, 0) - X(x, -r)$. Thus we assume from the beginning that the right members of equations (1.3) are defined and continuous and have continuous partial derivatives $\partial X_i/\partial t, \partial X_i/\partial x_j$ in a region

\begin{equation}
||x|| < H, -\theta < t < \infty (\theta > 0). \tag{9.12}
\end{equation}

First we construct an auxiliary function $w(x, t)$ by means of the formula

\begin{equation}
w(x_0, t) = (1 + e^{-t}) \inf [||x(x_0, t, \tau)||_2], \tag{9.13}
\end{equation}

the infimum being taken over $0 \leq \tau \leq t$, where $x(x_0, t, \tau)$ is a point of a trajectory of the system (1.3),* $x(x_0, t, t) = x_0$. We assert that the function $w(x, t)$ is continuous in the region $||x|| < H, 0 \leq t < \infty$. The relation

\[\lim_{\tau \to t_0, t_0 \to t} \left| \inf ||x(x_0, t_0, \tau)||_2 - \inf ||x(x_0, t_0', \tau)||_2 \right| = 0\]

for $0 \leq \tau \leq t_0, 0 \leq \tau \leq t_0'$ follows from the fact that the solution $x(x_0, t_0, t)$ depends continuously on the initial values. But this is the meaning of the assertion that the function $w(x, t)$ is continuous. Further, $w$ is positive-definite and admits an infinitely small upper bound.

It follows from property C that if $||x_0|| = \varepsilon > 0$, the relation

\[\inf ||x(x_0, t_0, t)||_2 > \delta, \quad 0 \leq t \leq t_0, \]

holds. Thus the inequality $w(x_0, t_0) > \delta/n$ is valid; that is, the function $w$ is positive-definite. Moreover, it is clear that $\inf (||x(x_0, t_0, t)||_2$ for $0 \leq t \leq t_0$) does not exceed $\varepsilon n$. Thus $w(x_0, t_0) \leq \varepsilon 2n$, so that the function $w$ admits an infinitely small upper bound. Next, the function $w(x, t)$ decreases steadily along a trajectory $x = x(t)$ as the time increases. This is obvious, since the second factor in the right member of formula (9.13) cannot increase as $t$ increases, and the first factor decreases monotonically as $t$ increases. Thus the function $w$ satisfies all the conditions of the theorem to be proved except that it may not be sufficiently smooth and the value of the function $w(x(t), t)$ may not have a derivative $dw/dt$ at isolated points. Thus, to conclude the proof of the theorem, it is necessary to construct a sufficiently smooth function $v(x, t)$ from the function $w$.

In fact, we show that the function $w$ can be approximated by a smooth function $v$ that possesses all the necessary properties.

Let $H_1$ be an upper bound of those numbers $\delta > 0$ for which the relation

\[||x(x_0, t_0, t)||_2 < H\]

holds whenever $||x_0||_2 < \delta, 0 \leq t_0 < \infty$. Property C shows that $H_1 > 0$. Let $G_0$ be some positive number such that $G_0 < H_1$. It is clear that the level surface $w(x, t) = G_0$ lies in the region $||x|| < H$, since the relation

* Here we are considering system (9.5) instead of equations (1.3). To simplify the notation, we suppose that equations (1.3) have the properties needed, i.e., that the points $||x|| = H$ are singular points of (1.3).
follows because of the way \( w(x, t) \) was constructed and the way the number \( H_i \) was chosen.

Let \( \delta_k (k = 0, 1, 2, \cdots) \) be a monotonically decreasing sequence of numbers, \( \delta_0 = G_0, \lim \delta_k = 0. \) It is clear that the trace of the level surface \( W = \delta_k \) by the plane \( t = 0 \) is the sphere \( ||x||^2 = \delta_k^2. \) Let us suppose the number \( k \) to be fixed and construct the region \( h_k \) in the \((n+1)\)-dimensional \( x \times t \) space in the following manner.

For \( t > 0 \) the point \((x, t)\) is contained in the set \( H_k \) if \( \delta_{k+1} < w(x, t) < \delta_k \); for \( t < 0 \) the point \((x, t)\) is contained in the set \( h_k \) if one of the following conditions is satisfied:

\[
\text{for } \frac{-\theta}{k+1} < t < 0, \quad \delta_{k+1} < ||x(x, t, 0)||_2 < \delta_k, \\
\text{or for } \frac{-\theta}{k+1} < t < \frac{-\theta}{k+2}, \quad ||x(x, t, 0)||_2 < \delta_k.
\]

The regions \( h_k (k = 0, 1, 2, \cdots) \) constructed in this manner do not intersect. We show that each such region \( h_k \) is a section [138, p. 500]. That is, in the region \( h_k \) there is a surface \( S_k \) that is the level surface of some continuously differentiable function \( u_k(x, t), \) and every arc \( x(x_0, t_0, t) \) of the region \( h_k \) pierces \( S_k \) once and only once. (By an arc \( x(x_0, t_0, t) \) of the region \( h_k \) we mean a maximal connected arc of the trajectory (1.3) that lies wholly in the region \( h_k. \) ) The surface \( S_k \) is a smooth section [14] if the inequality

\[
\sum_{i=1}^{n} \frac{\partial u_k}{\partial x_i} X_i + \frac{\partial u_k}{\partial t} > 0
\]

is satisfied.

Barbašin showed [14] that such a smooth section \( S_k \) always exists if the system of arcs that fills out the region \( h_k \) is totally unstable. The region \( h_k \) is said to be totally unstable, if whenever a closed region \( r \) is contained in \( h_k, \) every arc on \( h_k \) will forsake this closed region with both increasing and decreasing time. It is clear that the system of arcs that fills out the surface \( h_k \) we have constructed is totally unstable; thus a smooth section \( S_k \) must exist.

The sections \( S_k \) are the means for constructing a smooth function \( v(x, t) \) that satisfies the conditions of the theorem.

For every integer \( k \geq 0 \) we can find a number \( \tau_k > 0 \) with the property that if \((x_0, t_0) \in S_k, \) a segment of an arbitrary trajectory \( x(x_0, t_0, t) \) will not intersect the point \( x = 0 \) if \( t \geq 0 \) and \( t_0 \leq t \leq t_0 + \tau_k. \) To demonstrate this let \( \min \rho(O, S_k) = \nu_k. \) This quantity is positive, \( \nu_k > 0, \) because of the way the section \( S_k \subset h_k \) was constructed. (Here \( \rho \) is defined in the product space \( x \times t, \) and \( O \) is the axis \( x = 0, t \geq 0. \) ) Thus the speed with which the point \( x(x_0, t_0, t) \) moves along the trajectory in the space \( x \) in the region
$\| x \| < H$ is uniformly bounded, since the functions $X_i$ are bounded in the region (9.9). We now define the continuously differentiable function $\varphi_k(\tau)$ by the conditions

$$\varphi_k(\tau) = 1 \quad \text{for} \quad \tau \leq \frac{\tau_k}{2},$$

(9.15)

$$\varphi_k(\tau) = 0 \quad \text{for} \quad \tau \geq \tau_k,$$

$$\varphi'_k(\tau) < 0 \quad \text{for} \quad \frac{\tau_k}{2} < \tau < \tau_k.$$

The functions $\varphi_k$ and the sections $S_k$ can be used to construct the terms $v_k(x, t)$ and from them the function $v$. Let $k$ be fixed and suppose that $\| x_0 \| < H$ for $t_0 \geq 0$. We consider the following two mutually exclusive cases.

1. The trajectory $x(x_0, t_0, t)$ pierces the section $S_k$ for $t = t_s \leq t_0$. In this case we define

$$v_k(x_0, t_0) = \varphi_k(t_0 - t_s). \tag{9.16}$$

2. The trajectory $x(x_0, t_0, t)$ does not intersect the section $S_k$ for $t \leq t_0$. In this case we define

$$v_k(x_0, t_0) = 1. \tag{9.17}$$

The function $v_k$ that we have defined enjoys the following properties: it is defined in every point $\| x \| < H$ for $t > 0$; and, for every $k \geq 0$, we can find numbers $A_k > 0$ and $\eta_k$ such that the inequalities

$$v_k(x, t) = 1 \quad \text{for} \quad \| x \| \geq A_k,$$

$$v_k(x, t) = 0 \quad \text{for} \quad \| x \| \leq \eta_k \tag{9.18}$$

hold for $t > 0$.

The functions $v_k(x, t)$ do not increase as the point $x$ moves along the trajectory $x = x(x_0, t_0, t)$. This is true because while the point $x(t)$ moves along the trajectory before reaching the section $S_k$ we have $v_k \equiv 1$, and after crossing the section $S_k$ with increasing time we have

$$\frac{dv_k}{dt} = \frac{d\varphi_k(t - t_s)}{dt} \leq 0$$

by relation (9.15).

Now let us show that the $v_k(x, t)$ have continuous partial derivatives $\partial v/\partial x_i$, $\partial v/\partial t$ ($i = 1, \cdots, n$). Let $t_s$ be the moment at which the trajectory $x(x_0, t_0, t)$ pierces the section $S_k$. It is clearly sufficient to check that $v_k$ is differentiable in the points $x = x_0$, $t = t_0$, at which $t_0 - t_s > 0$. To do this we show that $t_s(x_0, t_0)$ is continuous and differentiable as a function of the arguments $x_{i_0}, \cdots, x_{n_0}, t_0$. Suppose that when $x_i$ increases from $x_{i_0}$ to $x_i + \Delta x_{i_0}$, with $x_j = x_{j_0}$ for $j \neq i$, $t_s$ increases by $\Delta t_s$. If the pair $(x_0, t_0)$ lies in the region where the trajectory $x(x_0, t_0, t)$ pierces the section $S_k$ for $t < t_0$, then it will automatically be true that the pair $(x_0', t_0')$ lies in the same region if the quantities $\| x_0' - x_0 \|$ and $\| t_0' - t_0 \|$ are sufficiently small.
This is true because the trajectory \( x(x_0, t_0, t) \) intersects \( S_k \) for \( t < t_0 \). Thus for some \( t \) less than \( t_0 \) there is a point on this trajectory that lies in the region \( h_k \), where a function \( u_k \) is defined, whose level surface \( u_k = 0 \) is the section \( S_k \). There are two points \( t_1 \) and \( t_2 \) lying on the trajectory \( x(x_0, t_0, t) \) at which the function \( u_k \) has opposite signs: \( u_k(x(x_0, t_0, t_1), t_1) < 0 \), \( u_k(x(x_0, t_0, t_2), t_2) > 0 \). Since the functions \( u_k(x, t) \) are continuous in \( x \) and \( t \), and since the solutions of the differential equations are continuous functions of the initial conditions, we have \( u_k(x(x_0, t_0, t_1), t_1) < 0 \) and \( u_k(x(x_0, t_0, t_2), t_2) > 0 \) for all values of \( x_0, t_0 \) in a sufficiently small neighborhood of the point \( x_0, t_0 \). This makes it clear that the trajectory \( x(x_0, t_0, t) \) cuts the section \( S_k \) for some \( t_1 < t < t_2 \). Since the numbers \( t_1 \) and \( t_2 \) can be chosen arbitrarily close to one another, it is apparent that the function \( t_s(x_0, t_0) \) is continuous. Let \( x_i^{(s)} = x_i(x_0, t_0, t_s(x_0, t_0)) \). The solutions are differentiable functions of the initial conditions, so that we can write, for the above values \( \Delta x_{i0} \),

\[
\Delta x_j^{(s)} = \frac{\partial \xi_j}{\partial x_{i0}} \Delta x_{i0} + \frac{\partial \xi_j}{\partial t_s} \Delta t_s \quad (j = 1, \ldots, n),
\]

where the symbol \( \sim \) denotes that the derivative in question is calculated at an intermediate point. Furthermore, the theorem of the mean can be used as follows:

\[
u_k(x_i^{(s)}, \Delta x_i^{(s)}), \ldots, x_n^{(s)} + \Delta x_n^{(s)}), t_s + \Delta t_s) - u_k(x_i^{(s)}, \ldots, x_n^{(s)}, t_s) = \sum_{j=1}^{n} \frac{\partial u_k}{\partial x_j} \Delta x_j^{(s)} + \frac{\partial u_k}{\partial t} \Delta t_s = 0,
\]

where the derivatives \( \partial u_k/\partial x_j \), \( \partial u_k/\partial t \) are also evaluated at an intermediate point. From equations (9.19) and (9.20) we obtain the relation

\[
\frac{\Delta t_s}{\Delta x_{i0}} \left( \sum_{j=1}^{n} X_j \frac{\partial u_k}{\partial x_j} + \frac{\partial u_k}{\partial t} \right) = -\sum_{j=1}^{n} \frac{\partial u_k}{\partial x_j} \frac{\partial \xi_j}{\partial x_{i0}}.
\]

By inequality (9.14) the second factor in the left member of equation (9.21) has a nonzero limit. Thus equation (9.21) shows that the function \( t_s(x_0, t_0) \) is a differentiable function, and that moreover,

\[
\frac{\partial t_s}{\partial x_{i0}} = -\left( \sum_{j=1}^{n} \frac{\partial u_k}{\partial x_j} \frac{\partial x_j}{\partial x_{i0}} \right) \left( \sum_{j=1}^{n} \frac{\partial u_k}{\partial x_j} + \frac{\partial u_k}{\partial t} \right).
\]

Thus it is seen that the function \( t_s \) is continuously differentiable with respect to \( x_0 \). In the same way we see that \( t_s \) is differentiable with respect to \( t_0 \) as well. The details need not be given. Thus the functions \( v_k(x, t) \) are continuously differentiable in the region (9.9).

We take a sequence of unbounded monotonically increasing numbers \( T_k (k = 0, 1, 2, \ldots) \). We choose positive numbers \( N_k \) that satisfy the inequalities

\[
\left| \frac{\partial v_m}{\partial x_j} \right| < N_k, \quad |v_m| < N_k, \quad \left| \frac{\partial v_m}{\partial t} \right| < N_k
\]

for \( m \leq k, 0 \leq t \leq T_k, |x| < H \).
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The function

\[ v(x_1, \ldots, x_n, t) = \sum_{k=0}^{\infty} (1 + e^{-t})v_k(x_1, \ldots, x_n, t) \frac{1}{N_k2^k} \]

satisfies all the conditions of theorem 9.1:

(i) The function \( v \) is positive-definite, since for \( ||x|| = \epsilon \), we have

\[ v(x, t) \geq \sum_{k=K}^{\infty} \frac{1}{N_k2^k} = \gamma > 0, \]

where \( K > 0 \) is a positive number, namely the smallest number \( k \) that satisfies the inequality \( \epsilon > \Delta_k \).

(ii) The function \( v \) admits an infinitely small upper bound, since for \( ||x|| = \epsilon \) the relation

\[ v(x, t) = \sum_{k=1}^{\infty} \frac{2}{N_k2^k} = \omega < \infty \]

holds. Here \( K_1 \) is the smallest (positive) number \( k \) for which the relation \( \epsilon < \eta_k \) is satisfied.

(iii) The function \( v \) has continuous partial derivatives \( \partial v/\partial x_i, \partial v/\partial t \), since the series (9.24) and the series obtained by differentiating (9.24) converge absolutely and uniformly, by choice of the numbers \( N_k \). As a function of the time, every term in the right member of (9.24) decreases monotonically when the point \( x = x(t) \) moves in region (9.2) along a trajectory \( x(x_0, t_0, t) \). Thus the function \( v(x(x_0, t_0, t), t) \) has a negative-semidefinite derivative in that region. The theorem is proved.

It should be remarked that it is not in general true that the partial derivatives \( \partial v/\partial x_i, \partial v/\partial t \) are uniformly bounded in the entire region (9.2).

10. Generalizations of Lyapunov’s Theorems on Asymptotic Stability when Stability is Nonuniform

The theorem demonstrated in the preceding section is intermediate between Lyapunov’s theorems on stability and those on asymptotic stability. This is clear when we recall that the additional property of uniform stability in the sense of definition 9.1 is added to the property of ordinary stability in that theorem. Asymptotic stability as such is not involved. Additional assumptions must be made concerning the function \( v \) in the last two theorems of the preceding section in order to assure that the stability will be asymptotic, that is, that the trajectories will approach the point \( x = 0 \). Lyapunov’s theorem on asymptotic stability does impose the additional condition that the derivative \( dv/dt \) be negative-definite. This hypothesis guarantees not only that the trajectory \( x(x_0, t_0, t) \) will approach the null solution \( x = 0 \), but even that this approach will be uniform with respect to \( t_0 \) and \( x_0 \). For nonuniform approach of the perturbed trajectories to the point \( x = 0 \), a less stringent requirement on the derivative \( dv/dt \) is permissible. In this section we establish such a theorem and a converse for it.
Let us recall the precise definition of uniform asymptotic stability. In section 5 (p. 25) asymptotic stability was defined, uniform with respect to $t_0$ and $x_0$ (property B). At the beginning of the book (definition 1.2, p. 3) a definition of asymptotic stability was given, not uniform with respect to the coordinate $x_0$ or the time $t_0$. But we can suppose, for example, that all the conditions of definition 1.2 may be satisfied and that stability is moreover uniform with respect to the coordinates $x_0$. The following definition makes this precise.

**Definition 10.1.** The null solution $x = 0$ of equation (1.3) is called asymptotically stable uniformly with respect to the coordinates $x_0 \in H_0$ if all the conditions of definition 1.2 are satisfied, and the following condition is also satisfied: For arbitrary $\eta > 0$ and $t_0 \geq 0$, there is a number $T(\eta, t_0)$ such that if $t \geq t_0 + T(\eta, t_0)$,

$$|| x(x_0, t_0, t) || < \eta$$

for all values of the initial point $x_0 \in H_0$. In this case we shall say that the trajectories have property D.

Properties C and D are not independent. In general, property D may occur with or without property C. If the stability is asymptotic, property D is a consequence of property C.

**Lemma 10.1.** Let the null solution $x = 0$ be asymptotically stable, and suppose the closed, bounded region $H_0$ lies in the region of attraction of the null solution. If the stability is uniform with respect to $t_0$ in the sense of property C, then the asymptotic stability is uniform with respect to the coordinates $x_0 \in H_0$, in the sense of definition 10.1, property D.

**Proof.** Let the number $\eta > 0$ be given. By hypothesis, stability is uniform in the sense of property C. Thus there is a number $\delta = \delta(\eta) > 0$ such that whenever $|| x_0 || < \delta$, the relation

$$|| x(x_0, t_1, t) || < \eta$$

holds for all $t \geq t_1 \geq 0$. Since the stability is asymptotic whenever $x_0 \in H_0$, it will be possible to choose a number $t(x_0)$ so large that

$$|| x(x_0, t_0, t(x_0)) || = \frac{\delta}{2}.$$ 

Now the solution depends continuously on the initial conditions. Thus we can find another number $\gamma(x_0) > 0$ such that whenever

$$|| x_0 - x_0 || < \gamma(x_0),$$

the relation

$$|| x(x'_0, t_0, t(x_0)) || < \delta, \quad x(x'_0, t_0, t) \in H$$

holds for $t_0 \leq t \leq t(x_0)$. The bounded closed set $\bar{H}_0$ can be covered by a finite system of neighborhoods of the form (10.2). Therefore, there will
be a number $T \ [T = \max \ t(x_0)]$ such that every trajectory $x(x_0, t_0, t)$ enters the region $||x|| < \delta$ as $t$ increases on the segment $t_0 \leq t \leq T$. This then proves the lemma, because inequality (10.1) shows that the number $\delta$ has been chosen so that $||x(x_0, t_0, t)|| < \eta$ for all $t \geq T$.

We shall confine our considerations to asymptotic stability that is uniform in the coordinates in the sense of definition 10.1, property D. The following theorem gives a sufficient condition for asymptotic stability of this type.

**Theorem 10.1.** Suppose, for the differential equations of perturbed motion, that one can define a function $v(x, t)$ in the region $x \in \mathcal{H}$ with the following properties:

(i) $v$ admits an infinitely small upper bound in $\mathcal{H}$;

(ii) $v$ is positive-definite in $\mathcal{H}$;

(iii) $v$ satisfies the condition

\[ \frac{dv}{dt} \leq 0 \text{ in the region } \mathcal{H}; \]

(iv)

\[ \sup_{\mathcal{H}} [v(x, t) \text{ in the region } \mathcal{H}, 0 \leq t < \infty] \]

\[ < \inf_{\partial \mathcal{H}} [v(x, t) \text{ on the boundary of } \mathcal{H}, 0 \leq t < \infty], \]

where the regions $\mathcal{H}_0, \mathcal{H}_1, \mathcal{H}$ satisfy the inclusions $\mathcal{H}_0 \subset \mathcal{H}_1, \mathcal{H}_1 \subset \mathcal{H}$;

(v)

\[ \int_{-\infty}^{\infty} m_0(\tau) \, d\tau = -\infty \]

for all sufficiently small positive $\eta > 0$, where $m_0(t)$ is the supremum of $dv/dt$ in the region $\eta \leq ||x||, x \in \mathcal{H}_1$.

Then the null solution $x = 0$ is asymptotically stable uniformly with respect to the coordinates $x_0$ in the sense of definition 10.1, property D, and is also uniformly stable in the sense of definition 9.1, property C.

**Proof.** The uniform stability of the null solution $x = 0$ follows from the theorem of section 9 (p. 48). Thus all that is required is to prove that the solution is asymptotically stable. Let $\eta > 0$ be an arbitrary positive number, and let $\delta = \delta(\eta)$ satisfy condition (10.1). Set $N = \max |v|$ in the region $x \in \mathcal{H}_1, 0 \leq t$. By condition (10.5), for every $t_0 = 0$, one can find a number $T$ such that

\[ \int_{t_0}^{t_0 + T} m_0(\tau) \, d\tau < -N. \]

Let $x_0 \in \mathcal{H}_0$. Then the estimate

\[ v(x(x_0, t_0, t), t) - v(x_0, t_0) \leq \int_{t_0}^{t} \left( \frac{dv}{dt} \right) \, dt \leq \int_{t_0}^{t} m_0(\tau) \, d\tau \]

is valid for all $t > t_0$ for which the trajectories remain constantly outside
the region $||x|| < \delta$. However, if the inequality $||x(x_0, t_0, t)|| > \delta$ were satisfied on the segment $t_0 \leq t \leq t_0 + T$, the relation

$$v(x(x_0, t_0, t), t) \leq N + \int_{t_0}^{t_0 + T} m_0(\tau) d\tau < 0$$

would be valid, and this is not possible, since $v$ is a positive-definite function. This contradiction shows that every trajectory $x(x_0, t_0, t)$ does contain a point in the region $||x|| < \delta$ for some value of the time $t$ on the segment $t_0 \leq t \leq t_0 + T$. Now by the choice of the number $\delta$, it follows that the inequality $||x(x_0, t_0, t)|| < \eta$ is satisfied for all $t > t_0 + T$. Thus the assertion of the theorem is established.

The theorem just proved admits a valid converse similar to the converse of Lyapunov's theorem on asymptotic stability.

**Theorem 10.2.** Let the null solution $x = 0$ be asymptotically stable uniformly with respect to the coordinate $||x_0|| < H_1$ in the sense of property D, definition 10.1, where $H_1$ is some positive constant. Suppose further that the stability is uniform in the sense of property C, definition 9.1. Then one can define a function $v(x, t)$ in the region $||x|| < H_1$, $0 \leq t < \infty$ that has the properties mentioned in theorem 10.1:

(i) $v$ is positive-definite.

(ii) $v$ admits an infinitely small upper bound.

(iii) The derivative $dv/dt$ is negative-semidefinite in the region $||x|| < H_1$.

(iv) The function $dv/dt$ satisfies condition (10.5).

(v) The function $v(x, t)$ has continuous partial derivatives $\partial v/\partial t$, $\partial v/\partial x_i$ ($i = 1, \ldots, n$), $0 \leq t < \infty$, $||x|| < H_1$.

The proof of theorem 10.2 is not included here, since it follows the line of proof of similar theorems. It should be mentioned that theorems 10.1 and 10.2 admit a certain modification that includes asymptotic stability when the stability is not uniform in the sense of definition 10.1, property D. The formulation of such a theorem was given by the author [93].

In concluding this section, we call attention to the fact that if $p_{ij}(t)$ are continuous and bounded functions of the time $t$, then the linear equations

$$\frac{dx_i}{dt} = p_{i1}(t)x_1 + \cdots + p_{in}(t)x_n$$

of perturbed motion are always stable uniformly in the initial coordinates $x_0$ in the sense of definition 10.1, property D. In this case the theorem just proved and its converse take the following form.

**Theorem 10.3.** Necessary and sufficient conditions that the solutions of system (10.6) be asymptotically stable are that a function $v(x, t)$ can be defined with the following properties.

(i) $v(x, t)$

$$v(x, t) = \sum_{i,j=1}^{n} a_{ij}(t) x_i x_j$$


§11. QUADRATIC FORMS

(ii) \( v(x, t) \) is positive-definite.

(iii) The derivative

\[
\frac{dv}{dt} = \sum_{i,j=1}^{n} c_{ij}(t) x_i x_j
\]
satisfies the relation

\[
\frac{dv}{dt} \leq \lambda(t) v,
\]

where \( c_{ij}(t) = \sum_{k=1}^{n} a_{ik} p_{kj} + a_{jk} p_{ki} + a_{ij}(t) \), and

\[
\int_{-t_0}^{t} \lambda(t) \, dt = -\infty.
\]

Remark. In formulating this theorem the requirement that the derivative \( dv/dt \) be negative-semidefinite is not explicitly made. That is, the value of \( \lambda(t) \) in inequality (10.9) may be positive at times. Since the derivative \( dv/dt \) and the function \( v(x, t) \) are quadratic forms in the case under consideration, it follows in particular that the number \( \lambda(t) \) may be taken to be the largest value of the function \( dv/dt \) (10.8) on the surface

\[
v(x, t) = \sum_{i,j=1}^{n} a_{ij}(t) x_i x_j = 1.
\]

The maximum value of \( dv/dt \) for \( v = 1 \) will be the greatest root of the determinantal equation

\[
\det\begin{bmatrix}
c_{11} - \lambda a_{11} & \cdots & c_{1n} - \lambda a_{1n} \\
\vdots & \ddots & \vdots \\
c_{n1} - \lambda a_{n1} & \cdots & c_{nn} - \lambda a_{nn}
\end{bmatrix} = 0
\]

according to the classical theory of quadratic forms. Applying a result of Razumihin [158], it follows that the solution is asymptotically stable. Razumihin's criterion applies to linear systems and amounts to the requirement that the greatest root of equation (10.12) satisfy condition (10.10). Another proof of this assertion appears in the work of Gorbunov [61]. In any case, the result follows at once from the relation

\[
v(x, t) \leq v(x_0, t_0) \exp \int_{t_0}^{t} \lambda(t) \, dt,
\]

which is obtained by integrating (10.9).

11. Lyapunov Functions that Satisfy Estimates Given in Terms of Quadratic Forms

There are problems in which it is important to be able to construct a Lyapunov function \( v \) that not only enjoys the properties thus far mentioned (positive-definiteness, admitting an infinitely small upper bound), but also enjoys some further properties. Among the most important of such Lyapunov functions are those which satisfy estimates characterized by quadratic forms.
We begin with known facts about the system of differential equations with constant coefficients

\[ \frac{dx_i}{dt} = d_{i1}x_1 + \cdots + d_{in}x_n \quad (i = 1, \ldots, n). \]

This system has the trivial solution \( x = 0 \). The trivial solution is asymptotically stable if and only if the roots \( \lambda_i \) \((i = 1, \ldots, n)\) of the characteristic equation

\[ \det \begin{bmatrix} d_{11} - \lambda & \cdots & d_{1n} \\ \vdots & \ddots & \vdots \\ d_{n1} & \cdots & d_{nn} - \lambda \end{bmatrix} = 0 \]

of the system all have negative real part. This means that there is a positive constant \( \delta \) such that

\[ \text{Re} \lambda_i < -\delta \quad (\delta = \text{const.}; \ \delta > 0; \ i = 1, \ldots, n). \]

See [114, p. 252].

In the same work [114, p. 276], Lyapunov showed that whenever condition (11.3) is satisfied, if \( \sum c_{ij}x_ix_j \) is any preassigned quadratic form, there will be a quadratic form

\[ v(x_1, \ldots, x_n) = \sum_{i,j=1}^{n} a_{ij}x_ix_j \quad (a_{ij} = a_{ji}) \]

such that the condition

\[ \frac{dv}{dt} = \sum_{i=1}^{n} \frac{\partial v}{\partial x_i} (d_{i1}x_1 + \cdots + d_{in}x_n) \]

\[ = \sum_{i,j=1}^{n} c_{ij}x_ix_j \]

\[ = w(x_1, \ldots, x_n) \quad (c_{ij} = c_{ji}) \]

is satisfied. See also [144].

If the quadratic form in the right member of equation (11.5) is negative-definite, the quadratic form \( v \) must be positive-definite.

It is also to be noted that the coefficients \( c_{ij} \) in equation (11.5) are given by the formula

\[ c_{ij} = \sum_{k=1}^{n} (a_{ik}d_{kj} + a_{jk}d_{ki}). \]

Thus the matrix \( C = (c_{ij}) \) that defines the quadratic form \( dv/dt \) is the symmetric matrix product of the matrices \( A = (a_{ij}) \) and \( D = (d_{ij}) \).

We shall use the nomenclature \textit{negative-definite} for the quadratic form \( w(x_1, \cdots, x_n) \) of (11.5). Thus we can find positive constants \( c_1, \cdots, c_4 \) such that

\[ c_1 \| x \|_2^2 \leq v(x) \leq c_2 \| x \|_2^2, \]

\[ \frac{dv}{dt} = w(x) \leq -c_3 \| x \|_2^2, \]

\[ \left| \frac{\partial v}{\partial x_i} \right| \leq c_4 \| x \|_2. \]
Thus if the linear system (11.1) is asymptotically stable, a Lyapunov function always exists, namely, a quadratic form $v$ that satisfies the conditions (11.7).

The above result can be carried over to linear systems with variable coefficients

$$\frac{dx_i}{dt} = p_{i1}(t)x_1 + \cdots + p_{in}(t)x_n \quad (i = 1, \ldots, n),$$

where $p_{ij}(t)$ are continuous and bounded on $0 < t < \infty$. The generalizations in question are due to K. P. Persidskii [145] and Malkin [121]; we shall now summarize some of their results.

If there is a Lyapunov function $v$ that satisfies conditions (11.7) (we do not require that the function $v$ be a quadratic form or that the system of equations be linear), not only must the solution $x = 0$ be asymptotically stable, but also the inequality

$$\| x(x_0, t_0, t) \|_2 \leq B \| x_0 \|_2 \exp \left[ -\alpha(t - t_0) \right]$$

must hold for $t \geq t_0$. Here, $\alpha, B$ are positive constants.

This can be seen as follows. The relation $dv/dt \leq -c_3v/c_2$ follows from (11.7). Integrating this, we obtain

$$v(x(x_0, t_0, t), t) \leq v(x_0, t_0) \exp \left[ -\frac{c_3}{c_2}(t - t_0) \right].$$

By using estimate (11.7) again, we obtain

$$\| x(x_0, t_0, t) \|_2^2 \leq \frac{c_3}{c_1} \| x_0 \|_2^2 \exp \left[ -\frac{c_3}{c_2}(t - t_0) \right],$$

which establishes (11.9).

If the system of equations is linear with constant coefficients and stability is asymptotic, relation (11.9) is always satisfied. This is true because the function $v(x)$ exists and satisfies relations (11.7). For a system with variable coefficients, relations (11.7) are not generally satisfied in the case of asymptotic stability; still less is it to be expected in more general cases that there will be a Lyapunov function $v(x, t)$ that satisfies relations (11.7). The question naturally arises whether one can conclude that if relations (11.9) are satisfied there must be a function $v(x, t)$ that satisfies (11.7). For linear systems with variable coefficients this is indeed the case.

Indeed, Persidskii [145] and Malkin [121] proved that if the system (11.8) possesses a function $v(x, t)$ that satisfies the conditions of Lyapunov’s theorem on asymptotic stability, then the null solution $x = 0$ of this system satisfies relation (11.9). Conversely, if a solution $x(x_0, t_0, t)$ of the system (11.8) satisfies condition (11.9), then there is a quadratic form $v(x, t)$ in which the coefficients $a_{ij}(t)$ are variable, and for which the estimates (11.7) are valid.

We see from the preceding discussion that conditions (11.9) follow from the existence of a function $v(x, t)$ that satisfies the estimate (11.7), whether the system is linear or not. Indeed the linearity of the system was not used in the proof. A more general result of this nature is proved in the
following paragraph, where the function \( v \) itself is not required to be a quadratic form.

In this section we assume that the functions \( X_i(x, t) \) in the right member of the equations

\[
\frac{dx_i}{dt} = X_i(x_1, \ldots, x_n, t) \quad (i = 1, \ldots, n)
\]

of perturbed motion are continuous, and have continuous partial derivatives \( \frac{\partial X_i}{\partial x_j} (i = 1, \ldots, n; j = 1, \ldots, n) \) in the region

\[
\|x\|_2 < H, \quad 0 < t < \infty,
\]

where \( H = \text{const.} \) or \( H = \infty \). Moreover, we assume that the estimates

\[
\left| \frac{\partial X_i}{\partial x_j} \right| < L \quad (L = \text{const.}; \ i, j = 1, \ldots, n)
\]

are also valid in this region.

Let \( B, \alpha, \) and \( H_0 \) be positive constants with \( B > 0, \ \alpha > 0, \ H_0 \leq H/B \). We assume that when the initial conditions \( x_0 \) satisfy the relations

\[
\|x_0\|_2 < H_0, \quad t_0 \geq 0
\]

the trajectories \( x(x_0, t_0, t) \) of the system (11.11) satisfy the relation (11.9), that is,

\[
\|x(x_0, t_0, t)\|_2 \leq B \|x_0\|_2 \exp \left[ -\alpha(t - t_0) \right] \quad \text{for} \quad t \geq t_0.
\]

**Theorem 11.1.** Whenever the solution \( x(x_0, t_0, t) \) of the system (11.11) satisfies relation (11.15), then there is a function \( v(x, t) \) that is defined in the region \( \|x\| < H_0 \) and satisfies the estimates (11.7) there.

**Proof.** Set \( T = [\ln (B/V^2)]/\alpha \). We define the function \( v(x, t) \) by the formula

\[
v(x_0, t_0) = \int_{t_0}^{t_0+T} \|x(x_0, t_0, t)\|_2 \, dt,
\]

and show that it satisfies all the conditions of the theorem.

1. The function \( v(x, t) \) is defined in the region (11.14). Indeed, relation (11.15) asserts that the solution \( x(x_0, t_0, t) \) does not have the region (11.12) for \( t \geq t_0 \). From the same relation, the estimate

\[
v(x_0, t_0) \leq \int_{t_0}^{t_0+T} \|x_0\|_2^2 B^2 \exp \left[ -2\alpha(t - t_0) \right] \, dt = c_2 \|x_0\|_2^2
\]

is obtained.

2. From inequality (4.11) we obtain the estimate

\[
\|x(x_0, t_0, t)\|_2 \geq \|x_0\|_2 \exp \left[ -\alpha(t - t_0) \right], \quad t \geq t_0,
\]

or

\[
v(x_0, t_0) \geq \int_{t_0}^{t_0+T} \|x_0\|_2^2 \exp \left[ -2\alpha(t - t_0) \right] \, dt = c_1 \|x_0\|_2^2.
\]
### §11. QUADRATIC FORMS

#### TABLE I

<table>
<thead>
<tr>
<th>Properties of the Lyapunov function ( v(x, t) )</th>
<th>Properties of the trajectory ( x(x_0, t_0, t) ) of perturbed motion</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Lyapunov's theorem on stability: the function ( v ) is positive-definite; the derivative ( dv/dt ) is negative or 0.</td>
<td>1. The null solution ( x = 0 ) is stable in the sense of Lyapunov (in the sense of definition 1.1, p. 2).</td>
</tr>
<tr>
<td>2. The function ( v(x, t) ) admits an infinitely small upper bound.</td>
<td>2. The null solution ( x = 0 ) is stable uniformly with respect to ( t_0 ) (in the sense of property C, definition 9.1, p. 47).</td>
</tr>
<tr>
<td>3. The derivative ( dv/dt ) satisfies relation (10.5); i.e., [ \int_0^\infty m_\eta(\tau) = -\infty \text{ for } \eta &gt; 0, ] where ( m_\eta(t) = \sup dv/dt ) for ( \eta \leq | x |, x \in H_1 ).</td>
<td>3. The null solution ( x = 0 ) is asymptotically stable. Moreover, the stability is uniform with respect to ( x_0 ) (in the sense of property D, definition 10.1, p. 54).</td>
</tr>
<tr>
<td>4. The Lyapunov theorem on asymptotic stability: the derivative ( dv/dt ) is a negative-definite function.</td>
<td>4. The null solution ( x = 0 ) is asymptotically stable, and the stability is uniform with respect to ( x_0, t_0 ) (in the sense of property B, definition 5.1, p. 26).</td>
</tr>
<tr>
<td>5. The Lyapunov function ( v(x, t) ) satisfies the estimates (11.7), which are characteristic of a Lyapunov function which is a quadratic form, that is, [ c_1 | x |^2 \leq v(x, t) \leq c_2 | x |^2, ] [ \frac{dv}{dt} \leq -c_3 | x |^2, ] [ \left</td>
<td>\frac{\partial v}{\partial x_i} \right</td>
</tr>
</tbody>
</table>

Thus the first two assertions (in the first line) of estimate (11.7) are established for the function \( v(x, t) \) defined by (11.16).

(3) Differentiating, and using relations (11.11), we obtain for \( dv/dt \)

\[
(11.17) \quad \frac{dv(x(x_0, t_0, t), t)}{dt} = \frac{d}{dt} \left[ \int_t^{t+T} \| x(x_0, t_0, t), t, \tau \|_2^2 d\tau \right] \\
= -\| x(x_0, t_0, t), t, t \|_2^2 + \| x(x_0, t_0, t), t + T \|_2^2 + \int_t^{t+T} \frac{d}{dt} \| x(x_0, t_0, t), t, \tau \|_2^2 d\tau.
\]

By definition of the terms, we see that

\[ x(x(x_0, t_0, t + \Delta t), t + \Delta t, \tau) = x(x(x_0, t_0, t), t, \tau). \]

Thus, the integral in the right member of (11.17) is zero. Using the value of \( T \) and the hypothesis (11.15), we obtain
Thus, the derivative $dv/dt$ must satisfy the inequality
\[
\frac{dv}{dt} \leq -\|x(x_0, t_0, t)\|^2 + \frac{1}{2} \|x(x_0, t_0, t)\|^2 = -\frac{1}{2} \|x(x_0, t_0, t)\|^2,
\]
at the point $x(x_0, t_0, t)$. Thus the second line of equality (11.7) is established for the function $v(x, t)$ of (11.16).

Now we come to the assertion of (11.7) concerning the continuity of the partial derivatives $\partial v/\partial x_i$ ($i = 1, \cdots, n$). The fact that the derivatives in question exist and are continuous follows [39a, II, 218] from the theorem on differentiation under the integral sign in (11.16), and from the further fact that the partial derivative $\partial x_i(x_0, t_0, t)/\partial x_{j_0}$ of the solution $x(x_0, t_0, t)$ is a continuous function of the initial values $x_{j_0}$ [39, theorems 7.4, 7.5, pp. 29, 30].

Thus we obtain
\[
(11.18) \quad \frac{\partial v}{\partial x_{j_0}} = \int_{t_0}^{t_0 + T} \sum_{i=1}^{n} 2x_i(x_0, t_0, t) \frac{\partial x_i(x_0, t_0, t)}{\partial x_{j_0}} dt.
\]
The derivatives $\partial x_i/\partial x_{j_0}$ satisfy the inequality [138, p. 23]
\[
(11.19) \quad \left| \frac{\partial x_i(x_0, t_0, t)}{\partial x_{j_0}} \right| \leq n \exp \left[ nL \parallel t - t_0 \parallel \right] (i = 1, \cdots, n; j = 1, \cdots, n).
\]

Combining this with (11.18), (11.15), and (11.19), we obtain
\[
\left| \frac{\partial v}{\partial x_{j_0}} \right| \leq \int_{t_0}^{t_0 + T} 2n^2 B \parallel x_0 \parallel \exp \left[ (nL - \alpha)(t - t_0) \right] dt = c \parallel x_0 \parallel.
\]
Thus the last of the estimates (11.17) for the functions $v(x, t)$ of (11.16) is established.

Now we show that the function $v(x, t)$ of (11.16) has a continuous partial derivative $\partial v/\partial t$. We compute
\[
\frac{1}{dt} (v(x_0, t_0 + \Delta t) - v(x_0, t_0)) = \frac{1}{\Delta t} \left( v(x(x_0, t_0, t_0 + \Delta t), t_0 + \Delta t) - v(x_0, t_0) - v(x(x_0, t_0, t_0 + \Delta t), t_0 + \Delta t) + v(x_0, t_0 + \Delta t) \right),
\]
so that since $dv/dt$ and $\partial v/\partial x_i$ ($i = 1, \cdots, n$) exist and are continuous, the relation
\[
(11.20) \quad \frac{1}{\Delta t} |v(x_0, t_0 + \Delta t) - v(x_0, t_0)| = \frac{d\tilde{v}}{dt} - \sum_{i=1}^{n} \frac{\partial \tilde{v}}{\partial x_i} \tilde{x}_i
\]
holds. Here, the symbol $\sim$ indicates that the corresponding derivatives are to be evaluated at an intermediate point. Substituting (11.20) into (11.19), we obtain the formula
\[
\frac{\partial v}{\partial t} = \frac{dv}{dt} - \left( X_1 \frac{\partial v}{\partial x_{10}} + \cdots + X_n \frac{\partial v}{\partial x_{n0}} \right)
\]
by allowing $\Delta t \to 0$. Thus, $\partial v/\partial t$ exists and is continuous. The theorem is proved.
Remark. Condition (11.15) is an extremely natural one for linear equations. The appropriateness of this condition for nonlinear equations will be apparent from the following considerations. It is often a fruitful approach to study a system of nonlinear equations by replacing it with some similar system. If this is cleverly done, the stability of the nonlinear system can be studied by using a connection with the auxiliary linear system in an appropriate way. See, for example, Chapter 4. The important thing is that the behavior of the trajectory of the nonlinear system should be similar to the behavior of the linear system in the case of stability. There are examples in sections 21 and 25 (Chapters 4 and 5). Thus relation (11.15) and a Lyapunov function \( v(x, t) \) that satisfies estimate (11.7) are much more important in the theory of nonlinear systems than would appear at first glance.

The results already obtained in this chapter on stability and the corresponding properties of the Lyapunov function \( v(x, t) \) that are necessary and sufficient for properties of the trajectory \( x(x_0, t_0, t) \) are set out in Table I. The properties in each of the points from number 2 on are supplementary properties. For example, property 2 is really the logical sum of properties 1 and 2, assertion 3 is the logical sum of points 1, 2, 3, etc.

12. Modifications of Četaev's Theorem on Instability

In section 7 it was shown that whenever the null solution \( x = 0 \) is unstable, there is a neighborhood of this solution in which a function \( v(x, t) \) exists and satisfies Četaev's theorem on instability. For certain applications it is desirable to be able to assert the existence of a function \( v(x, t) \) that is subject to stronger conditions than the function \( v \) of that theorem. An important case is that in which the region \( dv/dt > 0 \) contains the region \( v \geq 0 \) (except for the point \( x = 0 \)). The precise formulation is given by the following definition.

**Definition 12.1.** The function \( dv/dt \) is said to be positive-definite in the region \( v \geq 0 \) (for \( x \) in the region \( H_0 \)), provided that whenever a positive number \( \eta > 0 \) is given, there is a number \( \gamma > 0 \) such that \( dv/dt > \gamma \) whenever \( ||x|| > \eta, x \in H_0, v(x, t) \geq 0 \).

It is clear that if the function \( dv/dt \) satisfies the conditions of this definition, the function \( dv/dt \) is positive-definite in the region \( v > 0 \) in the sense of Četaev's definition [36, p. 32]. The converse is not valid in general. We now consider some modifications of Četaev's theorem.

In the modification about to be given, the function \( v \) will be subjected to stronger conditions than those of Četaev's theorem. Thus it is to be expected that the instability criterion is coarser; i.e., it cannot necessarily be used in all cases of instability. An interesting property of the function \( v \) of theorem 12.1 (below) is that the conditions satisfied by the function \( v \) of that theorem are preserved when the equations of perturbed motion are varied in a suitably restricted manner.

We consider only equations in which the right member does not depend
explicitly on the time:

\[ \frac{dx_i}{dt} = X_i(x_1, \ldots, x_n) \quad (i = 1, \ldots, n), \]

where the functions \( X_i \) are defined and continuous in the region

\[ ||x|| < H \quad (H = \text{const.}) . \]

We also require that the functions \( X_i \) have continuous partial derivatives \( \partial X_i / \partial x_j \) (\( i, j = 1, \ldots, n \)) in the region (12.2).

**Theorem 12.1.** Let \( \bar{H}_0 \) be a closed region, and suppose that for \( ||x|| \leq \bar{H}_0 \), the function \( v(x) \) has a derivative \( dv/dt \) that is positive-definite in the region \( v \geq 0 \) in the sense of definition 12.1. Suppose further that the point \( x = 0 \) belongs to the closure of the region \( v > 0 \). Then the null solution \( x = 0 \) is unstable, and there is a trajectory \( x(x_0, t) \) that converges on the point \( x = 0 \) for \( t \to -\infty \),

\[ \lim ||x(x_0, t)|| = 0 \quad \text{for} \quad t \to -\infty ; \]

moreover, \( ||x_0|| = \bar{H}_0 \).

**Remark.** The hypothesis does not require that the function \( v(x) \) be defined in the entire region \( ||x|| \leq \bar{H}_0 \). It is required only that the (continuous) function \( v(x) \) be defined in some open region \( \mathcal{H} \) that contains the region \( v \geq 0 \) (with the possible exception of the point \( x = 0 \)).

**Proof.** Let \( x_0^{(k)} \) be a sequence of points \((\neq 0)\) lying in the region \( ||x|| < \bar{H}_0 \), on the surface \( v = 0 \), and converging to the point \( x = 0 \) for \( k \to \infty \). For \( ||x|| \leq \bar{H}_0 \), \( v \geq 0 \), the derivative \( dv/dt > 0 \) \((x \neq 0)\); hence the trajectory \( x(x_0^{(k)}, t) \) moves into the region \( v > 0 \) for all values of \( t > 0 \) for which the trajectory remains in the region \( x \leq \bar{H}_0 \). Thus, for each \( k \geq 1 \) there is a number \( t_k > 0 \) with the property that \( ||x(x_0^{(k)}, t_k)|| = \bar{H}_0 \), and such that \( ||x(x_0^{(k)}, t)|| < \bar{H}_0 \) for \( 0 \leq t < t_k \). This is clear; if \( \tau \) is any positive number for which \( ||x(x_0^{(k)}, \tau)|| < \bar{H}_0 \), the relation \( v(x(x_0^{(k)}, \tau)) = \alpha_k > 0 \) will hold. The function \( v(x) \) is continuous, with \( v(0) = 0 \), because we can find a positive number \( \delta_k \) which satisfies the condition

\[ |v(x)| < \alpha_k \quad \text{for} \quad ||x|| < \delta_k . \]

Since the relation \( dv/dt \) holds along \( x(x_0^{(k)}, t) \) as long as \( ||x(x_0^{(k)}, t)|| < \bar{H}_0 \), it follows that \( v(x(x_0^{(k)}, t)) > \alpha_k \) for \( t \geq \tau ; \) thus by (12.4), \( ||x(x_0^{(k)}, t)|| > \delta_k \) for \( t \geq \tau \). It then follows that, since \( dv/dt \) is positive-definite in the region \( v \geq 0 \), there must exist a positive constant \( \beta_k \) such that the relation \( dv/dt > \beta_k \) holds along the trajectory \( x(x_0^{(k)}, t) \) for \( t > \tau \), as long as \( ||x(x_0^{(k)}, t)|| < \bar{H}_0 \). This makes it clear that the numbers \( t_k \) do indeed exist, and that, moreover, \( v(x(x_0^{(k)}, t_k)) > 0 \).

We consider the sequence of points \( x(x_0^{(k)}, t_k) \). Since this is a bounded sequence, it must have a limit point \( x_0 \). To simplify the notation, suppose that a subsequence converging to this limit point is \( x(x_0^{(k)}, t_k) \). The function \( v(x) \) is continuous; thus \( v(x_0) \geq 0 \). Moreover, \( ||x_0|| = \bar{H}_0 \). We assert that the trajectory \( x(x_0, t) \) approaches the point \( x = 0 \) for \( t \to -\infty \). The first
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The proof is by contradiction. Suppose the point \( x(x_0, t^*) \) is outside the region in question for \( t = t^* < 0 \). Since the solution depends continuously on the initial condition, it must be true that for sufficiently large \( k \), the point \( x(x_0^{(k)}, t_k + t^*) \) must lie in an arbitrarily small neighborhood of the point \( x(x_0, t^*) \). Thus, it cannot lie in the region \( || x || \leq H_0 \), \( v \geq 0 \). However, this is impossible since the numbers \( t_k \) are so chosen that for \( 0 \leq t < t_k \), the relations \( || x(x_0^{(k)}, t) || < H_0 \), \( v(x(x_0^{(k)}, t)) \geq 0 \) must hold; moreover, \( t_k \to \infty \) for \( k \to \infty \). This contradiction shows that \( || x(x_0, t) || < H_0 \) and \( v(x(x_0, t)) \geq 0 \) for \( t < 0 \). Moreover, it is easily shown that \( || x(x_0, t) || \to 0 \) for \( t \to -\infty \). Indeed, suppose the contrary. It would then be possible to find a monotonic sequence of values of \( t \), \( t^{(m)} < 0 \), such that \( t^{(m)} \to -\infty \) for \( m \to \infty \), and \( || x(x_0, t^{(m)}) || > 0 \). But the speed of the point \( x(x_0, t) \) when the trajectory is traversed in the phase space \( (x_1, \ldots, x_n) \) is uniformly bounded. Thus there will exist a positive number \( \delta (\delta > 0) \) such that the relation

\[
(12.5) \quad || x(x_0, t) || > \frac{\delta}{2}
\]

holds for \( t^{(m)} - \delta \leq t \leq t^{(m)} + \delta \). Thus, the total time the point \( x(x_0, t) \) spends outside the region \( || x || < \eta/2 \) must increase without limit with increasing \( |t| \), because of the hypotheses. By conditions \( (12.5) \), \( dv/dt > \alpha > 0 \). Therefore, the assumptions show that \( v(x(x_0, t)) \to -\infty \) for \( t \to -\infty \). This is a contradiction, since \( v(x(x_0, t)) \geq 0 \) for \( t < 0 \). The only possibility remaining is that \( v(x(x_0, t)) \to 0 \) and \( || x(x_0, t) || \to 0 \) for \( t \to -\infty \). This concludes the proof of the theorem.

Theorem 12.1 shows that a necessary condition for the existence of a function \( v(x) \) whose derivative is negative-definite in the region \( x \geq 0 \) is that there be a trajectory \( x(x_0, t) \) satisfying condition \( (12.3) \). It can be shown further that this condition is also a sufficient one for the existence of a function \( v(x) \) with these properties.

**Theorem 12.2.** If there is a trajectory \( x(x_0, t) \) that satisfies condition \( (12.2) \), \( | x_0 | > H_0 \), \( H_0 < H \), then a function \( v(x) \) can be defined that has a derivative \( dv/dt \) [evaluated along the equations \( (12.1) \)] that is positive-definite in the region \( v(x) > 0 \) (in the region \( H_0 \) in the sense of definition 12.1. The function \( v(x) \) is defined in some region \( h \) that includes the region \( v \geq 0 \) (with the exception of the point \( x = 0 \)). Moreover, the function \( v \) has continuous partial derivatives \( \partial v/\partial x_1 \) in this region.

The proof of this assertion is omitted. The level surface \( v = 0 \) of the function \( v(x) \) that satisfies the conditions of the theorem proved here is a section in the sense of Persidskiı [145], where the surface is actually considered in the \((n + 1)\)-dimensional space \( x \times t \). Therefore, we can see that if the right members \( X_i \) of equations \( (12.1) \) do not depend explicitly on the time, the condition for the existence of such a section is that there should be a trajectory \( x(x_0, t) \) that converges to the point \( x = 0 \) as \( t \to -\infty \).
13. Preliminary Remarks

In this chapter we give some sufficient conditions for stability or instability, based on the ideas of Lyapunov's second method. These criteria are generalizations of Lyapunov's theorems. Although the modifications of the Lyapunov theorems discussed in Chapter 2 were concerned mainly with the connection between the properties of the function $v$ and the behavior of the trajectories $x(x_0, t_0, t)$, the generalizations of Lyapunov's theorems considered in this chapter have a different purpose. To solve concrete problems it is not always convenient to construct a function $v$ that satisfies all the conditions of the pertinent theorem of Lyapunov. The theorems we prove below are designed to avoid certain difficulties encountered in applying Lyapunov's method to specific problems of stability. It is too much to expect that these theorems would have as universal application as Lyapunov's theorem. Also, the converses of the theorems we prove would have little value, so we do not consider them. The criteria for stability or instability derived in this chapter are applied to concrete problems of stability for nonlinear systems in Chapters 4 and 5.

14. Criteria for Asymptotic Stability

To solve the stability problem, we sometimes construct a function $v(x, t)$ that (a) is positive-definite, (b) admits an infinitely small upper bound, and (c) has a derivative $dv/dt$ that is not negative-definite but only semidefinite in the region in question. Therefore, Lyapunov's theorem does not apply. Theorem 14.1, which follows, does apply and enables us to consider a Lyapunov function of this type in case of asymptotic stability. This theorem was proved by Barbašin and the author [16] for the case of stability in the large, when the right members $X_i$ of the equations of perturbed motion do not depend explicitly on the time. Subsequently, Tuzov proved a similar theorem [179]. Here we consider the more general case in which the equations

$$\frac{dx_i}{dt} = X_i(x_1, \ldots, x_n, t) \quad (i = 1, \ldots, n)$$
of perturbed motion are such that the right members $X_i(x, t)$ are periodic functions of the time $t$ with period $\vartheta$, or do not depend explicitly on the time $t$. We further assume that these functions are defined and continuous in the region

$$\|x\| < H, -\infty < t < \infty \quad (H = \text{const. or } H = \infty)$$

and that the functions $X_i$ satisfy a Lipschitz condition with respect to the variables $x_j$ in every region $\|x\| < H_\mu < H$,

$$|X_i(x'', t) - X_i(x', t)| < L_\mu \|x'' - x'\| \quad (L_\mu = \text{const.}).$$

**Theorem 14.1.** Suppose the equations of perturbed motion (14.1) enjoy the properties that

(i) there exists a function $v(x, t)$ which is periodic in the time $t$ with period $\vartheta$ or does not depend explicitly on the time;

(ii) $v(x, t)$ is positive-definite;

(iii) $v(x, t)$ admits an infinitely small upper bound in the region (14.2);

(iv) \[ \sup(v \text{ in the region } \|x\| \leq H_0, 0 \leq t < \vartheta) \]

$$< \inf(v \text{ for } \|x\| = H_1) \quad (H_0 < H_1 < H);$$

(v)

$$dv/dt \leq 0 \text{ in the region } (14.2);$$

(vi) the set $M$ of points at which the derivative $dv/dt$ is zero contains no nontrivial half-trajectory

$$x(x_0, t_0, t) \quad (0 < t < \infty)$$

of the system (14.1).

Under these conditions, the null solution $x = 0$ is asymptotically stable and the region $\|x\| \leq H_0$ lies in the region of attraction of the point $x = 0$.

**Proof.** The Lyapunov stability of the solution $x = 0$ is proved, and the inequality $\|x(x_0, t_0, t)\| < H_1$ for $\|x_0\| < H_0$, $t > t_0$ is established as on p. 19 of this book, since the hypotheses of theorem 14.1 are sufficient for these assertions. Thus, we need only prove further that whenever $\|x_0\| \leq H_0$ (that is, whenever $\|x(x_0, t_0, t)\| < H_1$) there cannot be a trajectory along which $\|x(x_0, t_0, t)\| > \eta > 0$ for all $t \geq t_0$. Let us suppose the opposite—that such a trajectory exists. The function $v(x(x_0, t_0, t), t)$ is a monotonic nonincreasing function of the time $t$, since the inequality $dv/dt < 0$ is valid in the region (14.2). Thus the limit $\lim v(x(x_0, t_0, t), t) = v_0$ exists for $t \to \infty$. Moreover, one clearly has the relation

$$v(x(x_0, t_0, t), t) \geq v_0$$

in the range $t_0 \leq t < \infty$.

If the functions $X_i(x, t)$ are periodic in the time $t$, let $\vartheta$ be the period; if the functions $X_i$ do not depend explicitly on the time, let $\vartheta$ be an arbitrary positive number. Let us consider the sequence of points $x^{(k)} = x(x_0, t_0, t_0 + k\vartheta)$
Since this sequence is bounded, it has a limit point \( x = x_0^* \neq 0 \). By a change of notation, suppose that \( x^{(k)} \) is a convergent subsequence, convergent to the point \( x_0^* \). Since the function \( v(x, t) \) is continuous and periodic, the relation \( v_0 = v(x_0^*, t_0) \) must hold. Let us consider the trajectory \( x(x_0^*, t_0, t) \) for \( t_0 \leq t < \infty \). By hypothesis (vi) of the theorem this half-trajectory does not lie entirely in the region \( M \). Hence the half-trajectory must contain points for which \( dv(x(x_0^*, t_0, t), t)dt < 0 \). Therefore, there is a moment of time \( t^* < t_0 \) for which the relation \( v(x(x_0^*, t_0, t^*), t^*) = v_1 < v_0 \) holds. The solution of the differential equations depends continuously on the initial conditions; since the sequence \( x_0^{(k)} \) converges to the point \( x_0^* \), the inequality

\[
\| x(x_0^*, t_0, t^*) - x(x_0^{(k)}, t_0, t^*) \| < \gamma
\]

holds for all sufficiently large \( k, k > N(\gamma) \). Therefore, we have

\[
\lim_{k \to \infty} v(x(x_0^{(k)}, t_0, t^*), t^*) \leq v_1.
\]

The substitutions

\[
x(x_0^{(k)}, t_0, t^*) = x(x_0, t_0, t^* + k\theta), \quad v(x, t^*) = v(x, t^* + k\theta)
\]

follow from the periodicity of the function \( X \) and the function \( v(x, t) \). Thus the relation (14.9) can be rewritten as follows:

\[
\lim_{k \to \infty} v(x(x_0, t_0, k\theta + t^*), k\theta + t^*) \leq v_1.
\]

Since inequality (14.10) contradicts inequality (14.7), the theorem is proved. Indeed, \( v_1 < v_0 \).

Remark. Suppose the set of points \( M \) of condition (vi) of the theorem happens to be a surface defined by the equation

\[
F(x_1, \ldots, x_n, t) = 0.
\]

Then condition (vi) will always be satisfied if the inequality

\[
\sum_{i=1}^{n} \frac{\partial F}{\partial x_i} X_i + \frac{\partial F}{\partial t} = 0
\]

holds on the surface \( F(x, t) = 0 \) (in the region \( \| x \| < H_0 \)). Indeed, if the point \( x(x_0, t_0, t) \) hits the surface (14.11) at some moment of time \( t = t_1 \), then it cannot remain on the surface for \( t > t_1 \), since

\[
\left[ \frac{dF(x(t), t)}{dt} \right]_{t=t_1} = \sum_{i=1}^{n} \frac{\partial F}{\partial x_i} X_i + \frac{\partial F}{\partial t} \neq 0
\]

in view of relation (14.12).

15. Sufficient Criteria for Instability

In this section we establish a generalization of Lyapunov's first theorem on stability for equations of perturbed motion in which the functions \( X_i \) are periodic. This generalization is related to Lyapunov's theorem 2 [114,
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p. 261] in the same way that theorem 14.1 of the preceding section is related to Lyapunov's theorem on asymptotic stability. That is, under certain circumstances, we can assume that the derivative $dv/dt$ is semidefinite instead of definite. The theorem in question was established by the author [91] for the case in which the right members $X_i$ of equations (1.3) do not depend explicitly on the time. Conditions for the existence of a function $v$ which come up in the present section are not actually more general than the condition for the existence of a function $v$ in Lyapunov's second theorem. In this respect, the theorem proved below is less strong than the universal theorem on instability (Lyapunov's theorem 3 [114, p. 266], and Četaev [36, p. 34]), which is always applicable. Nevertheless, the theorem is of use in some concrete cases. Examples of the application of these theorems to certain problems will be presented in Chapter 5.

We shall assume that the equations of perturbed motion satisfy all the conditions imposed in section 14.

**Theorem 15.1.** Let $H_1 < H$. Suppose that there exists a function $v(x, t)$, which is periodic in the time or does not depend explicitly on the time, such that

(i) $v$ is defined in the region (14.2);

(ii) $v$ admits an infinitely small upper bound in this region;

(iii) $\frac{dv}{dt} \geq 0$ in the region (14.2), along a trajectory of (14.1);

(iv) the set of points $M$ at which the derivative $dv/dt$ is 0 contains no nontrivial half-trajectory

\begin{equation}
(15.2)\quad x(x_0, t_0, t) \quad (t_0 \leq t < \infty).
\end{equation}

Suppose further that in every neighborhood of the point $x = 0$, there is a point $x_0$ such that for arbitrary $t_0 \geq 0$ we have $v(x_0, t_0) > 0$. Then the null solution $x = 0$ is unstable, and the trajectories $x(x_0, t_0, t)$ for which $v(x_0, t_0) > 0$ leave the region $||x|| < H_1$ as the time $t$ increases.

**Proof.** Let $\delta > 0$ and $t_0 \geq 0$ be preassigned. The hypotheses of the theorem assert that a point $x_0$ exists for which $||x_0|| < \delta$, and $v(x_0, t_0) > 0$. The assertion of the theorem is that there is a value $t_1 > t_0$ for which $||x(x_0, t_0, t)|| = H_1$.

Suppose the theorem is not true. Then, for all $t \in [0, \infty)$, the relation $||x(x_0, t_0, t)|| < H_1$ holds. The function $v(x, t)$ admits an infinitely small upper bound, so that there is a number $\eta > 0$ for which

\begin{equation}
(15.3)\quad |v(x, t)| < v(x_0, t_0), \quad ||x|| < \eta, \quad 0 \leq t < \infty.
\end{equation}

Since the relation $dv/dt \geq 0$ holds in the region $||x|| < H$, our assertion, in conjunction with (15.3), is sufficient to establish the relation $||x(x_0, t_0, t)|| \geq \eta$ for $t \in (t_0, \infty)$. Thus, for $t \in [t_0, \infty)$ the relation

\begin{equation}
(15.4)\quad \eta \leq ||x(x_0, t_0, t)|| < H_1
\end{equation}
can be established by the use of condition (16.2), arguing by contradiction exactly as was done in the proof of theorem 14.1. The details are not included. This certainly contradicts inequality (15.3), and thus the trajectory \( x(x_0, t_0, t) \) must not remain indefinitely in the region \( ||x|| < H_1 \). The theorem is proved.

The remark at the end of the preceding section is also valid in the present case. Thus if the set \( M \) is defined by an equation (14.11), then condition (iv) of theorem 15.1 follows from inequality (14.12).

16. Criteria for Stability with Respect to Large Initial Perturbations, Based on Lyapunov's Theory of Stability of the Perturbed Trajectory \( x(x_0, t_0, t) \)

In this section we consider the connection between asymptotic stability of the null solution \( x = 0 \) of the system

\[
\frac{dx_i}{dt} = X_i(x_1, \cdots, x_n, t), \quad i = 1, \cdots, n
\]

for large initial deviations \( x_{j0} \) and the stability of the trajectories \( x(x_0, t_0, t) \) under sufficiently small perturbations \( z_0 = x - x(x_0, t_0, t_0) \).

Here we shall assume that the right members of equation (16.1) are defined in the region

\[
0 \leq t < \infty, \quad -\infty < x_i < \infty, \quad i = 1, \cdots, n,
\]

and satisfy the Lipschitz condition

\[
| X_i(x'', t) - X_i(x', t) | \leq L_{\mu} ||x'' - x'| |
\]

in every bounded region

\[
||x|| < H_{\mu}.
\]

First, we prove a simple preliminary proposition.

**Lemma 16.1.** Let the null solution \( x = 0 \) of equation (16.1) be stable uniformly with respect to the time \( t_0 \), in the sense of property C (definition 9.1, p. 47). A necessary and sufficient condition that the unperturbed motion \( x = 0 \) be asymptotically stable and that the region \( ||x|| < H_0 (H_0 < H) \) lie in the region of attraction of the point \( x = 0 \) is that every perturbed motion \( x(x_0, t_0, t) \) \( (||x_0|| < H_0) \) be asymptotically stable for all sufficiently small initial perturbations \( z_0 = x - x(x_0, t_0, t_0) \), uniformly with respect to the coordinate \( z_0 \), in the sense of property D (definition 10.1, p. 54).

**Proof.** First we show that the conditions of the lemma are sufficient. Let \( \bar{g}_0 \) be a bounded closed region, \( \bar{g}_0 \subset (||x|| < H_0) \), and let \( x_0 \in \bar{g}_0 \). We consider the point \( x_0 \) to be contained in a neighborhood

\[
||x'_0 - x_0|| < \beta(x_0), \quad \beta(x_0) > 0
\]

and suppose that

\[
||x(x'_0, t_0, t) - x(x_0, t_0, t)|| < \varepsilon \quad \text{for all} \quad t \leq t_0
\]

where \( \varepsilon \) is an arbitrary preassigned positive constant, and

\[
\lim_{t \to \infty} ||x(x'_0, t_0, t) - x(x_0, t_0, t)|| = 0
\]
for all points \( x = x_0 \) in the neighborhood (16.5). Conditions (16.5), (16.6), and (16.7) are no restriction on the choice of \( x_0 \) if \( \bar{g}_0 \) satisfies the conditions stated at the beginning of the proof.

The bounded closed set \( \bar{g}_0 \) may be covered by a finite number of neighborhoods (16.5), say by \( N \) neighborhoods. Inequality (16.6) shows that for each fixed value \( t \geq t_0 \), the diameter of the region consisting of those points \( x(x_0, t_0, t) \) for which \( x_0 \in \bar{g}_0 \) is bounded by the number \( 2\varepsilon N \), and, moreover, approaches 0 as \( t \to \infty \) because of the uniformity of the stability of \( x(x_0, t_0, t) \) with respect to \( z_0 \).

Since every point \( ||x_0|| < H_0 \) lies in at least one such region \( \bar{g}_0 \) of the type defined above, the asymptotic stability of the null solution \( x = 0 \) with respect to perturbations of \( x_0 \) within the region \( ||x|| < H_0 \) has been established, and thus the conditions of the lemma are sufficient.

Now let us show that the conditions of the lemma are necessary. Suppose \( ||x_0|| < H_0 \) and let \( \bar{g}_0 \) be a bounded closed region contained in \( ||x|| < H_0 \), and suppose further that \( x_0 \in \bar{g}_0 \). Under the hypotheses of the lemma, the null solution \( x = 0 \) is asymptotically stable with respect to the coordinate \( x_0 \). Thus, for every preassigned positive number \( \varepsilon \), there exists a number \( T(\varepsilon/2, t_0) \) such that the relation

\[
||x(x_0', t_0, t)|| < \frac{\varepsilon}{2}
\]

holds for all initial values \( x_0' \in \bar{g}_0 \), for all \( t \geq t_0 + T(\varepsilon/2, t_0) \). Since the solution \( x(x_0', t_0, t) \) depends continuously on the initial value \( x_0' \), it will be possible to find a neighborhood (16.5) that lies entirely on the initial value \( x_0' \), it will be possible to find a neighborhood (16.5) that lies entirely in the region \( ||x|| < H_0 \) so that the inequality \( ||x(x_0, t_0, t) - x(x_0', t_0, t)|| < \varepsilon/2 \) holds for all \( t \) for which \( t_0 \leq t \leq t_0 + T(\varepsilon/2, t_0) \), and all \( x_0' \) for which (16.5) holds. It then follows that inequality (16.6) must be satisfied for all points \( x_0' \) that lie in the region (16.5), so that the solution \( x(x_0, t_0, t) \) is necessarily stable.

Now we show that this solution is asymptotically stable. Let \( \eta \) be an arbitrary positive number. As above, we see that there must be a number \( T(\eta/2, t_0) \) such that the relation

\[
||x(x_0', t_0, t)|| < \eta/2
\]

holds for all \( t \geq t_0 + T(\eta/2, t_0) \) and for all \( x_0' \in g_0 \), and, therefore, for all \( x_0' \) lying in the neighborhood (16.5) of the point \( x_0 \). Thus it is clear that the inequality

\[
||x(x_0', t_0, t) - x(x_0, t_0, t)|| < \eta
\]

is satisfied for \( t \geq t_0 + T(\eta/2, t_0) \). Thus the solution \( x(x_0, t_0, t) \) is indeed asymptotically stable uniformly with respect to the coordinate

\[
z_0 = x_0' - x(x_0, t_0, t)
\]

for \( ||z_0|| < \beta(x_0) \), where \( \beta(x_0) \) is the constant of inequality (16.5). The lemma is proved.

Remark. If we repeat the considerations used in the proof of the lemma,
but assume further that the asymptotic stability is uniform with respect to the coordinates \( x_0 \in \bar{g}_0 \) (\( \bar{g}_0 \in (||x|| < H_0) \)) and also with respect to the time \( t_0 \), in the sense of property B (definition 5.1, p. 26), we conclude that a necessary and sufficient condition for stability of this kind is that the solution \( x(x_0, t_0, t) \) be asymptotically stable for sufficiently small perturbations \( z_0 = x - x_0 \). This must be true uniformly with respect to \( z_0 \) and \( t_0 \) in the sense of property B. Moreover, for each positive \( \eta > 0 \), the value of the number \( T(\eta) \) that appears in property B must be uniformly applicable to all the trajectories \( x(x, t_0, t) \) for which \( x_0 \in g_0 \).

Now we shall consider asymptotic stability of the null solution \( x = 0 \) for arbitrary initial perturbations, \(-\infty < x_0 < \infty\). We assume that the null solution \( x = 0 \) is asymptotically stable in the sense of property B uniformly in \( t_0 \) and \( x_0 \in \bar{g}_0 \), for every bounded, closed region \( \bar{g}_0 \). From lemma 16.1 (and the remark following the lemma), the theorems of Malkin [125], the theorem in references [16] and [97], and theorem 5.3 of this book have the following consequence.

**Theorem 16.1.** Suppose that a function \( v(x, t) \) is defined in the entire space \(-\infty < x_i < \infty, 0 \leq t < \infty\), and has the following properties:

(i) \( v(x, t) \) is positive-definite;

(ii) \( v(x, t) \) admits an infinitely small upper bound;

(iii) \( v(x, t) \) admits an infinitely great lower bound;*

(iv) the derivative \( dv/dt \) is negative-definite for all \( x \) and \( t \geq 0 \). Then in the neighborhood

\[
||x(x_0, t_0, t) - x|| < \beta(x_0), \quad \beta(x_0) > 0 ,
\]

every trajectory \( x(x_0, t_0, t) \) possesses a positive-definite function

\[
v(x_0, t_0, z, t) = x - x(x_0, t_0, t),
\]

and this last function admits an infinitely small upper bound and has a derivative that is a negative-definite function along the trajectories that satisfy

\[
\frac{dz_i}{dt} = Z_i(z_1, \ldots, z_n, t) ,
\]

(16.9)

\[
Z_i(z, t) = X_i(x, t) - X_i(x_0, t_0, t) , \quad z_i = x_i - x_i(x_0, t_0, t), \quad i = 1, \ldots, n .
\]

In describing \( v(x_0, t_0, z, t) \) as positive-definite, the variable argument is to be \( z(t) \). Conversely, if the latter function exists in every neighborhood of the above type, then there will be a function \( v(x, t) \) having properties (i)–(iv). When a function \( v(x_0, t_0, z, t) \) exists with the above properties, the positive-definiteness, the infinitely small upper bound, and the negative-definiteness of the derivative will be uniform with respect to \( x_0 \in \bar{g}_0, t_0 \in [0, \infty) \). In other words, in every region \( \bar{g}_0 \), functions \( w_1(z), w_2(z), W(z) \) can be found that have the properties

* See p. 29.
$W(0) = 0, \ w_1(z) > 0, \ w_2(z) > 0 \ for \ z \neq 0$

and

$$w_1(z) \leq v(x_0, t_0, z, t) \leq W(z),$$

$$\frac{dv}{dt} = -w_2(z) \ for \ x_0 \in \bar{g}_0.$$  \hfill (16.10)

Theorem 16.1 and lemma 16.1 reduce the problem of stability for large initial perturbations to the problem of stability for small perturbations. Now this last problem can be linearized except in critical cases. That is, the problem can be solved by studying a truly linear system of equations. For this it is important to have information about Lyapunov functions that are quadratic forms. This is the subject of the considerations below. It is especially important to specialize the results of theorem 16.1 under the further assumption that the function $v(x_0, t_0, z, t)$ satisfies estimates (11.7), which characterize Lyapunov functions that are quadratic forms. To establish criteria for asymptotic stability based on functions $v(x_0, t_0, z, t)$ of this kind is the problem discussed here. We note that theorem 16.1 presupposed that the neighborhood $\parallel x - x(x_0, t_0, t) \parallel < \delta$ of the perturbed trajectory $x(x_0, t_0, t)$, in which the function $v(x_0, t_0, z, t)$ is defined and in which it satisfies the conditions of Lyapunov's theorem, does not depend explicitly on the time $t$. In this respect the hypothesis is similar to Lyapunov's theorem on stability. Moreover, in particular, the region in question does not shrink to a point if the time increases indefinitely. In particular applications, it might be true that the proof of the existence of a Lyapunov function $v$ in a neighborhood of a trajectory of this kind could be carried through only if the neighborhood is known not to shrink to a point when the time $t$ increases. To prove that this last does not occur may be especially difficult.

Thus we find it desirable to prove another theorem that circumvents this difficulty in a number of cases. In Chapter 5 we shall derive a concrete criterion for asymptotic stability based on the theorem that follows.

**Theorem 16.2.** Let $\bar{h}_0$ be a bounded, closed, connected region; suppose that for every $x_0 \in \bar{h}_0$ there exists a function $v(x_0, t_0, z, t), z = x - x(x_0, t_0, t)$ that satisfies the following inequalities

$$c_1 \parallel z \parallel_z^2 \leq v(x_0, t_0, z, t) \leq c_2 \parallel z \parallel_z^2,$$  \hfill (16.11)

$$\left( \frac{dv(x_0, t_0, z(t), t)}{dt} \right)_{\text{along (16.9)}} \leq -c_3 \parallel x \parallel_x^2,$$  \hfill (16.12)

where $c_1, c_2, c_3$ are positive constants whose values do not depend on the point $x_0$. Moreover, the inequalities are supposed to be valid for all $x$ that satisfy

$$\parallel x - x(x_0, t_0, t) \parallel_z < \delta(x_0, t_0, t),$$  \hfill (16.13)

where $\delta(x_0, t_0, t)$ is a function with the following properties:

(i) $\delta(x_0, t_0, t) > 0, \ t \geq t_0$;
(ii) for every $t_1 > t_0$, there is a number $\gamma(t_i) > 0$ such that $\delta(x_0, t_0, t) > \gamma(t_i)$ for all $t$, $t_0 \leq t \leq t_1$, $x_0 \in \bar{h}_0$.

Then the null solution $x = 0$ is asymptotically stable and the region $h_0$ lies in the region of attraction of the point $x = 0$.

**Remark.** A sufficient condition that the function $\delta(x_0, t_0, t)$ satisfy the conditions of the theorem is that it be positive and continuous for $t \geq t_0$, $x_0 \in \bar{h}_0$. Indeed, the mere continuity of the function $\delta(x_0, t_0, t)$ in the region $t_0 \leq t \leq t_1$, $x_0 \in \bar{h}_0$ is enough to assure that it has a positive minimum $m$, which can be used to define $\gamma(t_i)$ by the relation $m = 2\gamma(t_i)$.

**Proof.** Let $q$ be a number in the interval $0, 1$: $0 < q < 1$, and let $T$ be defined by $c_1c_2T = \log c_2 - \log (c_1q^2)$. By hypothesis, a function $v(x_0, t_0, z, t)$ is defined in the region $t_0 \leq t < t_0 + T$, $||x - x(x_0, t_0, t)||_2 \leq \gamma(t_0 + T)$ and satisfies estimates (16.11) and (16.12) there. We note that if

$$\eta = \frac{\gamma}{2 \left( \frac{c_1}{c_2} \right)^{1/2}},$$

the value of $v(x_0, t_0, z, t)$ for $||z||_2 \leq \eta$ is smaller than any value attained by the function $v$ for $||z||_2 = \gamma$, $t_0 \leq t \leq t_0 + T$. Since the relation $dv/dt \leq 0$ holds in the region (16.13), it follows that the trajectory $x(x_0', t_0, t)$ remains in the region $||x - x(x_0, t_0, t)||_2 \leq \gamma$ when $x_0'$ satisfies $||x_0' - x_0||_2 < \eta$, $t_0 \leq t \leq t_0 + T$. Thus the trajectory remains a fortiori in the region (16.13), where the relations (16.11) and (16.12) are satisfied. Thus the inequality (16.12) can be integrated on $(t_0, t_0 + T)$ with respect to $t$, as long as $||x_0' - x_0||_2 < \eta$.

In this integration, we take account of estimate (16.11), recall the choice of the number $T$, and obtain the estimate

$$\|x(x_0', t_0, t_0 + T) - x(x_0, t_0, t_0 + T)\|_2 \leq \eta \|x_0 - x_0'||_2.$$  

This inequality shows that as $t$ increases from $t_0$ to $t_0 + T$, the diameter of an arbitrary sphere

$$\|x - x_0\|_2 \leq R^2$$

that is entirely contained in the region $h_0$ is diminished in the ratio $q$. This is true because on every radius of such a sphere there is a finite number of points $x_0, x_0', \ldots$ such that any two of them satisfy the inequality

$$\|x_0' - x_0\| < \eta.$$  

Since the distance between every two such points is diminished as in (16.14), it is clear that the distance between the center $x_0$ of the sphere and any point on its surface is also diminished in the ratio $q$. We note also that for any $t$, $t_0 \leq t \leq t_0 + T$, the relation

$$\|x(x_0', t_0, t) - x(x_0, t_0, t)\|_2 < \left( \frac{c_2}{c_1} \right)^{1/2} R$$

holds, provided $x_0, x_0'$ both lie interior to the sphere (16.15).
If two points $x'_0, x'_0$ lie on a radius of the sphere (16.15) and satisfy inequality (16.16), then the relations

\begin{align}
(16.18) \quad \frac{dv}{dt} &\leq 0, \quad t_0 \leq t \leq t_0 + T, \\
(16.19) \quad v(x'_0, t_0, x'_0 - x'_0, t_0) &\leq c_1 \|x'_0 - x'_0\|^2, \\
(16.20) \quad v(x'_0, t_0, x'(x'_0, t_0, t) - x(x'_0, t_0, t), t) &\leq c_1 \|x(x'_0, t_0, t) - x(x'_0, t_0, t)\|^2
\end{align}

hold. Relation (16.17) is easily established by combining these relations in the obvious way.

Now let the interval of time $T$ increase without bound. It is clear that the number $q$ approaches 0, and from this we see that every solution $x(x_0, t_0, t)$ is asymptotically stable with respect to perturbations $z_0 = x - x(x_0, t_0, t)$ lying in the sphere (16.15). Thus lemma 16.1 shows that the null solution $x = 0$ is asymptotically stable with respect to perturbations $x_0$ lying in the region $h_0$. The theorem is established.

Now we suppose that the region $h_0$ in which the conditions of theorem 16.2 are satisfied contains the entire space $-\infty < x_i < \infty$ ($i = 1, \ldots, n$), and that the numbers $c_1, c_2, c_3$, which appear in estimates (16.11) and (16.12), are uniformly applicable for $0 \leq t < \infty$. It is then clear that the null solution $x = 0$ will be stable with respect to arbitrary changes $-\infty < x_{j0} < \infty$ ($j = 1, \ldots, n$). Moreover, the trajectory $x(x_0, t_0, t)$ will satisfy the inequality

\begin{equation}
(16.21) \quad \|x(x_0, t_0, t)\| \leq B \|x_0\| \exp[-\alpha(t - t_0)]
\end{equation}

for all initial perturbations $x_0$ in the case at hand. Here $B$ and $\alpha$ are positive constants. Inequality (16.17) shows that the value of $B$ can be taken as $B = (c_1/c_2)^{1/2}$. From the choice of the number $T$, inequality (16.14) shows that the number $\alpha$ can be taken to be $\alpha = 1/(2c_1c_3)$. Thus theorem 11.1 is enough to yield the truth of the assertion in question.*

**Theorem 16.3.** Suppose that a function $v(x_0, t_0, z, t)$ exists and satisfies estimates (16.11) and (16.12) in a neighborhood of every trajectory $x(x_0, t_0, t)$, $\|x_0\| \leq R$. Then a function $v(x, t)$ can be defined in the entire space $\|x\| \leq \infty$, $0 \leq t < \infty$, and the function $v(x, t)$ satisfies estimate (11.7). This means that the relations

\begin{align}
(16.22) \quad c'_1 \|x\|^2 &\leq v(x, t) \leq c'_2 \|x\|^2 \quad \text{for all } x, \\
(16.23) \quad \frac{dv}{dt} &\leq -c_3 \|x\|^2 \quad \text{for all } x, \\
(16.24) \quad \left|\frac{\partial v}{\partial x_i}\right| &< c'_4(R) \|x\| \quad \text{for } \|x\| < R
\end{align}

hold ($c'_1, c'_2, c'_3, c'_4 > 0$ are positive constants).

* Theorem 11.1 was proved in the case where the functions $X_i$ are continuously differentiable. By a more complicated proof it is possible to establish the validity of the theorem when the differentiability is replaced merely by the Lipschitz condition (1.7).
17. Some Complements to the Theorems of Lyapunov

The application of Lyapunov's theorems is as follows. In studying a system of equations (1.3) by the methods of one of Lyapunov's theorems (I, II, or III [114, pp. 259-66]), we first construct a Lyapunov function \( v \). Next, we check that the function \( v \) satisfies all the conditions of the theorem in question. Last of all, we examine the derivative \( dv/dt \) to see that it has the necessary properties on all the trajectories of (1.3) in the region \( H \).

It is clearly possible to think of generalizing these theorems in various directions.

Let us consider a particular trajectory \( x(x_0, t_0, t) \) and think of constructing a function \( v \) that satisfies the conditions of a Lyapunov theorem in a region \( H \), with the exception of the properties that the derivative \( dv/dt \) is required to have; for this, we suppose only that the conditions of Lyapunov are satisfied along the particular trajectory \( x(x_0, t_0, t) \) under consideration in the region \( H \). Now if such a function \( v \) exists for every trajectory \( x(x_0, t_0, t) \), and if certain necessary uniformity properties of \( v \) are satisfied for all trajectories in the region \( H \), then the conclusions of Lyapunov's theorem remain valid. It should be remarked that this generalization of Lyapunov's theorem has one objection: a proof based on this theorem would have to be obtained by the method of contradiction.

Here we give such a generalization of Lyapunov's theorem in the case of asymptotic stability. (This formulation is used later, in section 24, pp. 104-7. An attempt to generalize the other Lyapunov theorems in the same way would be unsuccessful.) We shall assume that the equations of perturbed motion are defined in the region \( ||x|| < H \).

**Theorem 17.1.** Let \( H_0 < H_1 < H \). Let \( x_0 \) be such that \( ||x_0|| < H_0 \). Suppose that for every \( x_0 \) in this region and for every positive \( t_0 \) there is a function \( v(x_0, t_0, x, t) \) that is defined in the region \( ||x|| < H, t_0 < t < \infty \), and that has the following properties:

(i) \( v(x_0, t_0, x, t) \) is positive-definite in the region \( ||x|| < H, t_0 < t < \infty \).

(ii) \( v(x_0, t_0, x, t) \) admits an infinitely small upper bound in the region \( H \). Moreover, this bound is uniform with respect to \( x_0, t_0 \); that is,

\[
\tag{17.1} w(x) \leq v(x_0, t_0, x, t) \leq W(x) \quad \text{for} \quad ||x|| < H.
\]

Here \( w(x), W(x) \) are continuous functions which are independent of \( x_0, t_0 \) and for which \( w(x) > 0, x \neq 0, W(0) = 0, \) and

\[
\tag{17.2} \sup_{||x||=H_0} w(x) < \inf_{||x||=H_1} W(x).
\]

(iii) The derivative \( dv/dt \) is negative-definite along a trajectory \( x(x_0, t_0, t) \) of the equations of perturbed motion; that is,

\[
\tag{17.3} \frac{dv(x_0, t_0, x(x_0, t_0, t), t)}{dt} \leq -w_1(x_0, t_0, x)
\]

in the points \( ||x(x_0, t_0, t)|| < H_1, x \neq 0, \) where
Then the null solution \( x_i = \cdots = x_n \) is asymptotically stable, and the region \( ||x|| < H_0 \) lies in the region of attraction of the point \( x = 0 \).

Remark. If the function \( w_i(x_0, t_0, x) \) of relations (17.4) and (17.3) does not depend explicitly on \( x_0, t_0 \), then the solution \( x = 0 \) of theorem 17.1 will be asymptotically stable uniformly in \( x_0, t_0 \) (in the sense of property B, definition 5.1, p. 26).

We now turn to the question of extending Lyapunov’s methods to the case that the right members of the equations of perturbed motion are discontinuous functions. Such problems do arise in a number of applications. (See [109], [113], where servomechanisms are shown to give rise to such equations.) In [178] it appears that discontinuous functions give the solution of an optimal problem; the corresponding system of equations is singular.

Where the functions \( X_i \) are discontinuous, Lyapunov’s method has been used to obtain interesting and important results. See Lur’e [113], Letov [108], [109], [110], Aizerman [5].* The desirability of extending Lyapunov’s method to equations with a discontinuous right member is clear. It is just as clear that some modification is necessary in the original proof of Lyapunov [114] or in the proofs given in other sources [36], [40], [124], where the functions \( X_i \) are assumed to be continuous. A detailed proof of theorem 17.1 can be given by modifying Lyapunov’s proof in an appropriate way [114, pp. 259-60].

The considerations below cannot presume to be rigorous since the theory of differential equations in which the right members \( X_i \) are discontinuous has never been completely worked out.**

In [24] Pontryagin and Boltyanskiĭ took the obvious approach of carrying Lyapunov’s method over to the case under present consideration by writing the functions \( X_i \) as limits of continuous functions \( \tilde{X}_i \). However, a general theory for equations with discontinuous right members \( X_i \) is in such a state that in a large number of cases it is not clear how to make a rigorous definition for trajectories on a surface, even when the discontinuous functions \( X_i \) are linear (for example, in the so-called sliding regime, or regime of sliding). It will be sufficient to give a simple solution of the question in case the surface of discontinuity of the functions \( X_i \) is a smooth section for the trajectories of the corresponding system of equations.

We will say that a neighborhood of the point \( x = x_0 \) (in the space \( x \times t \) on a surface \( S \) in the product space \( x \times t \) is a trajectory of smooth section when the functions \( X_i \) are discontinuous, if the surface \( S \) is defined in the \((n+1)\)-dimensional space \( x \times t \) by an equation

\[
F(x_1, \cdots, x_n, t) = 0,
\]

where the function \( F \) has continuous partial derivatives \( \partial F/\partial x_i, \partial F/\partial t \) in some

* Aizerman and Gantmaher give an interesting generalization of Lyapunov’s theorem on first-order stability, for systems with discontinuous right members [6].
** There is a development of this theory in Filippov [58].
neighborhood of the point \( x_0, t_0 \), and where, moreover, the condition

\[
\sum_{i=1}^{n} \frac{\partial F}{\partial x_i} X_i + \frac{\partial F}{\partial t} > 0
\]

is satisfied at every point in this neighborhood, or perhaps only in those points of the neighborhood which do not lie on the surface \( S \).

Condition (17.6) states that the relation \( dF(x(t), t)/dt > 0 \) is valid along trajectories of the system in the two portions of space \( F < 0, F > 0 \). Thus in the portion of space characterized by the relation \( F > 0 \), the trajectories leave the surface \( F = 0 \), and in the portion of space characterized by the relation \( F < 0 \), the trajectories impinge on the surface \( F = 0 \) as time increases. In this way it is clear that trajectories can be continued on the surface \( S (F = 0) \) in a natural way. In this continuation it appears that the function \( x_t (x_0, t_0, t) \) has a right derivative \( dx_i/dt \) at each point \( x_0, t_0 \), defined by \( \lim_{t-\rightarrow t_0^+} \). This makes it possible to define the value of the derivative \( dv/dt \) in a point \( (x_0, t_0) \) of the surface \( S \) by means of the formula

\[
\left( \frac{dv}{dt} \right)_{dt=0^+} = \lim_{x \rightarrow x_0, t \rightarrow t_0^+} \left[ \sum_{i=1}^{n} \frac{\partial v}{\partial x_i} X_i (x, t) + \frac{\partial v}{\partial t} \right],
\]

where it is understood that the point \( (x, t) \) lies in the region of space \( F > 0 \).

An important special case is that in which the section \( S \) is a surface defined by \( t = \tau = \text{constant} \). This case arises when the function \( F \) is defined by \( F = t - \tau \). Thus, if the functions \( X_i \) are discontinuous with respect to the time \( t \) only, no difficulty arises in applying Lyapunov's method.

To formulate all of Lyapunov's theorems in the generalization being considered, the pertinent conditions on the derivative \( dv/dt \) of the function \( v(x(t), t) \) along a trajectory \( x(t) \) are applied not to the true derivative \( dv/dt \) but to the expression

\[
\lim_{dt \rightarrow 0^+} \sup_{dt} \frac{v(x(t + \Delta t), t + \Delta t) - v(x(t), t)}{\Delta t},
\]

and the corresponding generalizations can be carried through without trouble. Thus, whenever the trajectory \( x(t) \) can be defined in a natural manner from the system of equations, and when a condition (17.7) can be verified along these trajectories, Lyapunov's method admits a rigorous foundation, and no difficulties arise.

Difficulties do arise when it is unreasonable or impossible to define the trajectories \( x(x_0, t_0, t) \) on a surface \( S \) of discontinuity of the functions \( X_i \).

(See Fig. 4.) Suppose, for example, that there is a function \( v(x, t) \) that is defined in every neighborhood of the surface \( S \) and that has a negative-definite derivative

\[
\frac{dv}{dt} = \sum_{i=1}^{n} X_i \frac{\partial x}{\partial x_i} + \frac{\partial v}{\partial t},
\]
but that the trajectories $x(t)$ approach the surface $S$ from both sides. In this case, it is not clear how to define a trajectory $x(t)$ of the given system on the surface $S$.

Now the equations of motion will in general be used to study a system that is in reality more complicated than that described by these equations in that there are small forces and deviations not accounted for in the equations. Thus we find it reasonable to assume that the point $x(t)$ of the trajectory in $k$-space cannot remain arbitrarily long on a surface $S$ of discontinuity if the dimension of this surface is smaller than the dimension of the entire space. This hypothesis is a good one, since points on the surface $S$ in the region where the function $X_i$ is continuous will be subjected to random forces and displacements. (If these random forces are sufficiently great, then the time intervals during which the point $x(t)$ remains on the surface $S$ will constitute an inconsequentially small portion of the entire time taken by the point $x(t)$ to move along its trajectory.) However, the value of the derivative $dv/dt$ is negative-definite throughout the region where the functions $X_i$ are continuous. We can therefore claim that Lyapunov's second method remains valid,* provided that (a) the functions $X_i$ are discontinuous on a surface of discontinuity $S$ (which is an $(n, n - 1, \cdots)$-dimensional surface of simple shape), and (b) the conditions of the theorem in question are respectively satisfied at all points outside this special surface.

The practical question of stability of guidance and control systems can only be studied rigorously if the functions $X_i$ appearing in the right members of the equation are allowed to include an impulsive term of the type $\delta(t)$ that is a function of the time. We do not discuss the fundamental question of the existence of trajectories $x(x_0, t_0, t)$ of such differential equations. Rather, we take as a hypothesis the existence of functions $x(x_0, t_0, t)$ that are defined for $t > 0$ and are solutions of the equations in some sense. Further details are given in [98]. If we substitute into a Lyapunov function a function $x(t)$ that is a known solution of the equation, we obtain a function $V(t) = v(x(t), t)$, a function of the time alone. Conditions sufficient for asymptotic stability or instability (uniform or nonuniform) may then be imposed on the function $dv/dt$, but we need not require that the latter be continuous; rather, we replace $dv/dt$ formally by the value (17.7). The details of such a generalization of Lyapunov's theorems are omitted.

* See p. 77 for another approach to the same question.
Applications of Lyapunov's Method to Some General Problems of Stability

18. Preliminary Remarks

In this chapter we consider one of the possible methods of applying Lyapunov functions to stability problems. First we consider some simple auxiliary systems of equations for which it is possible to construct a Lyapunov function, or at least to establish the existence of a Lyapunov function $v$ with definite properties. Then we investigate the maintenance of the particular properties (structural stability) for the more complicated equations of perturbed motion. On pp. 298–99 of his book [114], Lyapunov gave the first rigorous proof of stability in the neighborhood of an unperturbed motion in the case he called nonsingular. In the nonsingular case, Lyapunov succeeded in establishing the existence of a quadratic form that can serve as a testing function $v$ [114, p. 276]. The mathematical statement of the description above is as follows. The perturbed system of equations is assumed to have the form

$$\frac{dx_i}{dt} = X_i(x_1, \cdots, x_n, t) + R_i(x_1, \cdots, x_n, t) \quad (i = 1, \cdots, n),$$

and it is known in some way that the trajectories of the auxiliary system

$$\frac{dx_i}{dt} = X_i(x_1, \cdots, x_n, t) \quad (i = 1, \cdots, n)$$

have a certain property (stability, instability, asymptotic stability). It is further supposed that a Lyapunov function $v$ with these properties can be constructed for the system (18.2). We wish to know under what restrictions on the variation $R_i$ in the right members of equations (18.1) of perturbed motion the function $v$ will maintain the same properties.

This question can be stated rigorously in either of two (different) ways.

(a) Find a scalar function $R(x_1, \cdots, x_n)$ that is positive for $x \neq 0$, so that the character of the trajectories of (18.2) is maintained in the trajectories of (18.1) for all $R_i$ such that $|R_i| \leq R$. That is, study a local question.

(b) Find realistic bounds on the initial functions $R_i$ so that the trajectories of (18.1) have the same properties as the trajectories of (18.2), or at least find the order that the functions $R_i$ must have. These are nonlocal questions, i.e., properties in the large.
The first of the problems mentioned above helps us to define a general type of property. When we can establish a positive answer to this problem, we can show that stability is maintained for all variations \( R_i \) that are suitably restricted. Systems that remain stable for all sufficiently small variations \( R_i \) are called structurally stable. It can be imagined that in proving that a system is structurally stable, there is considerable freedom in the choice of the function \( v \) in the set of all possible Lyapunov functions of the system (18.2), but the second problem is a more delicate one, and here a careful solution of the problem might require that the Lyapunov function of the system (18.2) be very carefully chosen.

In this chapter we consider certain characteristic problems of the two types mentioned. Although we shall be able to obtain fairly general results, possible application of our results to particular problems is restricted by two circumstances. (1) The main application is to those theorems of Lyapunov for which the derivative \( dv/dt \) is definite (and where, moreover, the corresponding properties are structural properties). (2) In estimating the admissible variations \( R_i \), we use only the restriction \( |R_i| \leq R \), and we do not consider the nature of the functions \( R_i \) in more detail than this.

19. Structural Stability and Instability

In investigating structural stability or instability we establish two facts:

(a) We prove that property A (definition 4.1, p. 19) is a structural property, and in particular, uniform asymptotic stability is a structural property, and instability is a structural property, if the instability is accompanied by property A.

(b) We show that in general instability is not a structural property.

It is fairly obvious that nonasymptotic stability cannot be a structural property. For consider the example \( dx/dt = 0 \). The null solution \( x = 0 \) is stable, but there are arbitrarily small functions \( R(x) \) such that the null solution of the equation \( dx/dt = R(x) \) is unstable whenever the function \( R(x) \) satisfies \( xR(x) > 0, x \neq 0 \).

We now define the term structural property.

**Definition 19.1.** Let a system of equations (18.2) be given. Suppose that the trajectories of this system enjoy a certain property \( P \). This property will be called a structural property in the neighborhood of the point \( x = 0 \) (in the region \( H \)) provided that in some neighborhood of the point \( x = 0 \) there exists a continuous function \( \eta(x_1, \ldots, x_n) > 0, x \neq 0 \), such that the perturbed system (18.1) also enjoys property \( P \) for all \( R_i \) that satisfy the inequality

\[
|R_i(x, t)| \leq \eta(x) \quad (i = 1, \ldots, n).
\]

The contrary case is the following. If there is a system (18.2) that enjoys property \( P \) and is such that for every continuous function \( \eta(x_1, \ldots, x_n) \) that is positive for \( x \neq 0 \), there exist functions \( R_i \), depending on \( \eta \) and satisfying inequality (19.1), and for which, moreover, the corresponding system (18.1) does not enjoy property \( P \), then property \( P \) is not a structural property.
Barbašin [13], [14] showed that asymptotic stability of the stationary equations of perturbed motion is a structural property if the functions $X_i(x)$ are continuously differentiable. If these functions are merely differentiable but periodic, asymptotic stability is a structural property [129], [130]. Asymptotic stability uniform with respect to the initial coordinates and time $(x_0, t_0)$ was shown to be a structural property by Goršin [63], [64] and Malkin [125] for general functions $X_i$. It follows from results obtained by Kurcvei' [97] and Massera [131] that when the functions $X_i(x, t)$ are periodic and merely continuous, asymptotic stability is a structural property.

We begin with the following simple preliminary lemma.

**Lemma 19.1.** Let $\bar{h}_0$ be a closed region that does not necessarily contain the point $x = 0$. Let a function $v(x, t)$ have the following properties in $\bar{h}_0$:

(i) $v(x, t)$ has continuous partial derivatives $\partial v / \partial x_i$ ($i = 1, \ldots, n$) that are uniformly bounded, $0 < t < \infty$.

(ii) The derivative $(dv/dt)_{(18.2)}$ evaluated along a solution of (18.2) is a function of definite sign.

Then there is a function $\gamma(x_1, \ldots, x_n)$ that is continuous, positive for $x \neq 0$ [$\gamma(x) > 0$], and such that the derivative $(dv/dt)_{(18.1)}$ evaluated along a solution of (18.1) is also a function of definite sign in the region $\bar{h}_0$, provided that $R_i(x, t)$ satisfies inequalities (19.1).

**Proof.** Suppose for definiteness that the function $(dv/dt)_{(18.2)}$ is negative-definite. This means that there is a function $w(x)$ that is positive for $x \neq 0$ [$w(x) > 0$], such that the relation

\[
\left( \frac{dv}{dt} \right)_{(18.2)} \leq -w(x)
\]

holds for $x \in \bar{h}_0, t \in [0, \infty)$.

Write $N = \sup |\partial v / \partial x_i|, x \in \bar{h}_0, 0 \leq t < \infty$; write $\gamma(x) = (1 - q)w(x) / nN$. By using inequalities (19.1) and (19.2) we obtain

\[
\left( \frac{dv}{dt} \right)_{(18.1)} = \sum_{i=1}^{n} \frac{\partial v}{\partial x_i} (X_i + R_i) + \frac{\partial v}{\partial t} = \left( \frac{dv}{dt} \right)_{(18.2)} + \sum_{i=1}^{n} \frac{\partial v}{\partial x_i} R_i
\]

\[
\leq -w(x) + \sum_{i=1}^{n} \left| \frac{\partial v}{\partial x_i} R_i \right| \leq -qw(x) \quad (0 < q < 1)
\]

for every $x$ in the region $\bar{h}_0$, and the assertion of the lemma is established. The relation

\[
\gamma(x) = \frac{(1 - q)w(x)}{nN} \quad (0 < q < 1)
\]

will be used below.

Now let us suppose that the functions $X_i$ have the properties imposed in section 1. Through the use of lemma 19.1 in conjunction with theorems 4.2, 5.1, 6.1, and 6.2, the following theorem is easily established by methods already adumbrated. We omit the details.
Theorem 19.1. The property of the trajectories given in section 4 (p. 19) as property A, definition 4.1, is a structural property. If the null solution $x = 0$ is asymptotically stable or unstable, and property A subsists, then the stability or instability is a structural property.\footnote{In the case of asymptotic stability, property A is equivalent to stability that is uniform with respect to $t_0$ and $x_0$.}

If the right members $X_i$ of the equations of perturbed motion are periodic functions of the time $t$ (all with the same period), or if they do not depend explicitly on the time, then the property of the system that no entire trajectory is contained in any neighborhood of the point $x = 0$ is a structural property. In this case, asymptotic stability is always a structural property.

It should be pointed out that the theorem (p. 33) on the existence of a Lyapunov function $v(x, t)$ in the case of asymptotic stability with respect to perturbations in a bounded region $G$, theorem 5.3 on the existence of Lyapunov functions in the case of asymptotic stability for arbitrary initial perturbations, and the theorem on instability (6.1) permit us to prove also that for sufficiently small variations $R_i$, the region for which the trajectories have the corresponding property is preserved. In the case of asymptotic stability, a bounded region $G$ lying in the region of attraction of the point $x = 0$ remains entirely in this region; the property of uniform asymptotic stability for arbitrary initial perturbations is maintained; in the case of instability, the property of instability of the null solution $x = 0$ in the given region is preserved. Indeed, it follows from lemma 19.1 that all necessary facts for proof of these assertions on the properties of the Lyapunov functions of theorems 5.3 and 6.1 are preserved in the regions mentioned in those theorems. All these remarks on the persistence of the properties in the respective regions, moreover, refine the results cited above [13], [14], [63], [64], [97], [125], [129]-[131], where this question was not taken up in detail.

Now we give examples in which instability is not a structural property of the system, not only when the functions $X$ are analytic, but even when it is known that the equilibrium point $x = 0$ is an isolated singular point of the system (18.2).

We consider the system of equations

$$
\frac{dx}{dt} = y^3 + z^2 x ,
$$

(19.4) $$
\frac{dy}{dt} = -x^3 + z^2 y ,
$$

$$
\frac{dz}{dt} = -z^3 .
$$

The null solution $x = y = z = 0$ of this system is unstable. To demonstrate this, take for $v$ the function $v = x^4 + y^4$, and compute as follows:

(19.5) $$
\frac{dv}{dt} = 4(x^4 + y^4)z^2 = 4z^2 v ,
$$
along a solution of (19.4); thus, if we integrate (19.5) and use (19.4), we obtain

\[(19.6) \quad v(x(t), y(t)) = v(x(0), y(0))z(0)z^*(t) .\]

From the third equation of (19.4) we see that if \( z(t) \to 0 \) as \( t \to \infty \), then \( \lim v = \infty \) by (19.6). This is clearly sufficient to show that the null solution \( x = y = z = 0 \) of (19.4) is unstable.

Now let \( \eta(x, y, z) \) be an arbitrary function subjected only to the conditions that it be continuous and that it be positive for \( (x, y, z) \neq (0, 0, 0) \). Then we can always find functions \( R_i(x, y, z) \) that satisfy the relations

\[ | R_i(x, y, z) | \leq \eta(x, y, z), \quad i = 1, 2, 3 , \]

in some neighborhood of the point \( x = y = z = 0 \), and such that the perturbed system

\[(19.7) \quad \frac{dx}{dt} = y^3 + z^3x + R_1(x, y, z), \quad \frac{dy}{dt} = -x^3 + z^2y + R_2(x, y, z) , \]

\[ \frac{dz}{dt} = -z^3 + R_3(x, y, z) \]

is stable (in fact, is asymptotically stable).

Indeed, let \( \varepsilon \) be an arbitrary positive number. We construct the surface \( h \) consisting of that part of the surface

\[ v = x^4 + y^4 = c \]

that lies interior to the sphere

\[ x^2 + y^2 + z^2 < \varepsilon^2 , \]

where \( c \) is a sufficiently small positive number, \( c < \varepsilon, c \ll \frac{1}{4} \). On this particular portion of the surface \( v = c \), the function \( \eta(x, y, z) \) has a positive minimum, \( \phi(c) \) say. Let \( f(x, y, z) \) be a continuous function (the existence of which is obvious), defined in a neighborhood of the point \( x = y = z = 0 \), having the property

\[(19.9) \quad \frac{1}{2} \phi(c) \leq f(x, y, z) \leq \phi(c) \quad \text{on the surface} \quad v = c , \]

and satisfying the inequality \( f(x, y, z) \leq \eta(x, y, z) \) in some neighborhood of the point \( x = y = z = 0 \).

Define the functions \( R_i(x, y, z) \) by the relations

\[(19.10) \quad R_1 = -fx, \quad R_2 = -fy, \quad R_3 = 0 . \]

For this choice of the functions \( R_i \), the null solution \( x = y = z = 0 \) of the system (19.7) is clearly stable. To demonstrate this, let \( v = x^4 + y^4 \). Along a trajectory of (19.7), we see by (19.10) that

\[(19.11) \quad \left( \frac{dv}{dt} \right)_{(19.7)} = 4vz^2 - 4f(x^4 + y^4) , \]
and that if \( z^2 \leq \phi(c)/4 \), the inequality

\[
\left( \frac{dv}{dt} \right)_{(v, n)} \leq -c\phi(c) < 0 \quad \text{for} \quad x^2 + y^2 + z^2 \neq 0
\]

is valid on every surface \( v = c \), by (19.9).

For \( z \neq 0 \), the third of inequalities (19.7) shows that \( d(z^2)/dt < 0 \). Thus the surface \( v = c \), \( z^2 = \phi(c)/4 \) forms a closed shell that the trajectories of system (19.7) penetrate in a strictly inward direction. However, this means that this closed shell is a level surface of a Lyapunov function \( V \), and that the upper right derivative

\[
\lim_{dt \to 0} \sup_{dt} \frac{dV}{dt}
\]

of this function is negative-definite. Thus the null solution \( x = y = z = 0 \) of system (19.7), with \( R_i \) given by (19.10), is asymptotically stable. This makes it clear that the instability of this solution is not a structural property.

Let us continue the discussion of this example, and set \( f(x, y, z) = \mu f(x, y, z) \), so that the function \( f \) depends continuously on the parameter \( \mu \). We see that it is possible to pass from a system in which the null solution is asymptotically stable to a system in which it is unstable, without passing through a condition of (ordinary) stability. It should be remarked that theorem 19.1 does show, however, that instability can fail to be a structural property only if property A does not hold. Thus, in the given (stationary) case, there must be an entire trajectory \( x(\neq 0) \) of the system in every neighborhood of the point \( x = y = z = 0 \). Such a trajectory for (19.4) is the closed curve \( x^4 + y^4 = \text{const.}, \ z = 0 \).

If the functions \( X_i(x) \) do not depend on the time explicitly, theorems 12.1 and 12.2 make it possible to give a sufficient condition that instability be of the structural variety. We suppose that the right members \( X_i(x) \) of the system (19.13) have continuous partial derivatives \( \partial X_i/\partial x_j \) in some neighborhood of the point \( x = 0 \).

**Theorem 19.2.** Suppose that the system of equations

\[
\frac{dx_i}{dt} = X_i(x_1, \ldots, x_n), \quad i = 1, \ldots, n,
\]

has a solution \( x(x_0, t) \) which comes arbitrarily close to the point \( x = 0 \) for \( t \to -\infty \). Then instability of the null solution \( x = 0 \) of the system (19.13) will be structural. Moreover, the very property that the system have a trajectory which converges on the point \( x = 0 \) for \( t \to -\infty \) is a structural property.

The details of the proof are omitted; the theorem follows in an obvious way from theorems 12.1 and 12.2 by use of lemma 19.1.

This concludes our study of the general question of structural properties of stability and instability. In the subsequent sections of this chapter, we consider structural systems for which the admissible variations \( R_i(x, t) \) satisfy order estimates.

In this section we shall assume that the functions $X_i$ which appear in the right members of the equations of motion have continuous partial derivatives $\partial X_i/\partial x_j$, and that the latter satisfy the inequalities $|\partial X_i/\partial x_j| \leq L$ for all $x$, $\|x\| < \infty$.

Let us suppose that the solutions $x(x_0, t_0, t)$ of the approximating system of equations (18.2) satisfy the inequality

$$\|x(x_0, t_0, t)\|_2 \leq B \|x_0\|_2 \exp\left[-\alpha(t - t_0)\right] \quad \text{for} \quad t \geq t_0$$

for all initial conditions $x_0, t_0$. By theorem 11.1, condition (20.1) is equivalent to the hypothesis that a function $v(x, t)$ exists that satisfies the following relations [along (18.2)]:

$$c_1 \|x\|_2 \leq v(x, t) \leq c_2 \|x\|_2,$$

$$\frac{dv}{dt}_{(18.2)} \leq -c_3 \|x\|_2^2,$$

$$\left|\frac{\partial v}{\partial x_i}\right| \leq c_4 \|x\|_2,$$

where $c_1, c_2, c_3, c_4$ are positive constants. By lemma 19.1, using estimate (19.3), we conclude that the properties of the function $v(x, t)$ are valid also along the trajectories of the system (18.1), provided that the functions $R_i(x, t)$ satisfy the inequalities

$$|R_i(x, t)| < \frac{(1 - q)c_3 \|x\|_2}{nc_i} \quad (i = 1, \ldots, n).$$

The form of the second inequality of (20.2) is unaltered, but its exact statement becomes

$$\frac{dv}{dt}_{(18.1)} \leq -q c_3 \|x\|_2^2.$$

By using the fundamental results of section 11, and applying lemma 19.1 in the proper manner, we arrive at the following assertion.

**Theorem 20.1.** If the solutions of system (18.2) satisfy conditions (20.1), or equivalently if a function $v(x, t)$ exists that satisfies the estimates (20.2), then a corresponding set of estimates will hold for the solutions of the system (18.1) (but with altered constants), provided the functions $R_i(x, t)$ satisfy the inequality (20.3).

**Remark.** Suppose that the inequality (20.3) or the estimates (20.2) are satisfied only in the region

$$\|x\|_2 \leq R.$$

Then relation (20.1) will be satisfied by solutions of the system (18.1) for arbitrary initial values $t_0$, $0 < t_0 < \infty$, if $x_0$ lies in the region

$$v(x_0, t_0) < \inf [v(x, t) \text{ for } \|x\|_2 = R] = c_1 R^2.$$
and *a fortiori* if \( x_0 \) lies in the region

\[
\| x_0 \|_2^2 < \frac{c_1}{c_2} R^2.
\]

To demonstrate this, note that the trajectories \( x(x_0, t_0, t) \) of the system (18.1) cannot leave the region (20.5) if conditions (20.3) are satisfied and if \( x_0 \) lies in the region (20.7). This is true because the lemma shows that estimate (20.4) holds in the region (20.5), and because the values of \( v(x, t) \) on the boundary of the same region exceed \( v(x_0, t_0) \).

We can then integrate inequality (20.4) by the use of the first line of (20.2), and obtain relation (20.1). Thus the assertion is established; of course, the constants in relation (20.1) may be different for equations (18.1) than for equations (18.2).

This theorem includes as a special case the criteria for first-order asymptotic stability of Lyapunov [114, p. 297], and of K. P. Persidskii [145]. The statement of the theorem shows that asymptotic stability of a solution of a quasi-linear (close-to-linear) system is not dependent on the fact that the approximating system (18.2) is linear, but only on the fact that the solutions of the approximating system satisfy conditions (20.1).

In [18], Barbašin and Skalkina used another method in studying the importance of relations (20.1) for the stability of solutions of nonlinear systems. The author [88] used Lyapunov functions to study the same problem.

We obtained estimate (19.3) under very general assumptions. To solve concrete problems, we shall try to obtain better estimates, which can in fact be obtained if we can make a successful choice of the function \( v(x) \).

We shall be able to use the very simple equation

\[
\frac{dx_i}{dt} = d_{ii} x_1 + \cdots + d_{in} x_n \quad (i = 1, \cdots, n)
\]

as the auxiliary system (18.2). This is especially advantageous, since a Lyapunov function for this system is a quadratic form in the arguments \( x_1, \cdots, x_n \). (For the system of equations

\[
\frac{dx_i}{dt} = Y_i(x_1, \cdots, x_n, t) \quad (i = 1, \cdots, n)
\]

to admit system (20.8) as an approximating system, it is obviously necessary that the system (20.9) be almost linear in some sense.) This approach is one of the most-used methods for studying nonlinear problems [1], [2], [4], [5], [9], [66], [122], [123], [124], [168], [175]–[177], [179], [195].

We give three examples for constructing Lyapunov functions \( v(x, t) \). They are to be found in the work of Četaev [36].

Suppose a system of equations (20.9) has the form

\[
\frac{dx_i}{dt} = p_{i1}(t)x_1 + \cdots + p_{in}(t)x_n + \varphi_i(x_1, \cdots, x_n, t) \quad (i = 1, \cdots, n),
\]

where \( p_{ij}(t) \) are continuous or piecewise-continuous bounded functions of the time.
Case 1. Suppose the limit
\[ \lim_{t \to \infty} p_{ij}(t) = d_{ij} \]
exists. Suppose further that the roots of the characteristic equation
\[ \det [d_{ij} - \lambda \delta_{ij}] = 0 \]
have negative real part. Then system (20.8) is a suitable auxiliary system.

Case 2. Suppose the functions \( p_{ij}(t) \) are periodic functions of the time \( t \), all with the same period \( \vartheta \). The auxiliary system (20.8) is that for which the coefficients \( d_{ij} \) are defined by the formula
\[ d_{ij} = \frac{1}{\vartheta} \int_{0}^{\vartheta} p_{ij}(\xi) \, d\xi . \]

Case 3. Let \( t = t_0 > 0 \) be some moment of time that is physically important in studying the system (20.10). The auxiliary system (20.8) is defined by the relation
\[ d_{ij} = p_{ij}(t_0) . \]

In cases 1, 2, and 3 it is supposed that the roots \( \lambda_i \) of equation (20.12) satisfy an inequality
\[ \mathrm{Re} \lambda_i < -\delta < 0 , \]
where \( \delta \) is a fixed positive number. After defining the auxiliary system (20.8) we proceed as follows. We take a negative-definite form
\[ w(x) = \sum_{i,j=1}^{n} c_{ij} x_i x_j \quad (c_{ij} = c_{ji}) \]
and construct a function \( v(x) = \sum a_{ij} x_i x_j \) that satisfies the relations
\[ \left( \frac{dv}{dt} \right)_{(20.8)} = w(x) . \]
(See p. 58.) To compute the value of \( (dv/dt)_{(20.10)} \) along trajectories of the complete system (20.10), we find
\[ \left( \frac{dv}{dt} \right)_{(20.10)} = w(x) + \sum_{i,j,k=1}^{n} [a_{ij}(p_{jk} - d_{jk}) + a_{kj}(p_{ji} - d_{ji})] x_i x_k + \sum_{i,j=1}^{n} a_{ij} x_j \varphi_i(x, t) . \]

It is clear that we can assume the functions \( \varphi_i \) have the form*
\[ \varphi_i(x_1, \cdots, x_n, t) = \sum_{k=1}^{n} h_{ik}(x, t)x_k , \]

since the derivative \( dv/dt \) evaluated along a trajectory of (20.10) has the value

* A linear transformation of the arguments from \( x_i \) to \( y_i = \sum b_{ij} x_j \) will make it possible to simplify the analysis considerably when the functions \( \varphi_i \) are written in the form (20.19). See Rumyancev [168].
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\[ (dv/dt)_{(20.10)} = \sum_{i,j,k=1}^{n} \left[ c_{ik} + a_{ij}(p_{jk} - d_{jk}) + a_{kj}(p_{ji} - d_{ji}) + a_{ij}h_{jk} + a_{kj}h_{ji} \right] x_i x_k. \]

If the form in the right member of (20.20) is negative-definite as a function of the arguments \( x_i \), the null solution \( x = 0 \) of (20.10) will be asymptotically stable.

A general theorem of Sylvester proved in [60a, p. 88] states that a quadratic form \( \sum e_{ik}x_i x_k = -dv/dt \) is positive-definite if the nested set of principal minors (the leading principal minors) of the matrix \( (e_{ik}) \) are all positive:

\[ \Delta_n > 0, \quad \Delta_{n-1} > 0, \quad \cdots, \quad \Delta_1 > 0. \]

In the special case under consideration, the coefficients \( e_{ik} \) are variable. Thus (20.21) is not a sufficient condition for negative-definiteness of \( dv/dt \). For this, the stronger condition

\[ \Delta_n > \gamma, \quad \cdots, \quad \Delta_1 > \gamma \quad (\gamma > 0) \]

would be needed. Here, \( \gamma \) is a positive constant independent of \( x, t \). The system of inequalities (20.22) determines bounds for the parameters \( h_{ij}, (p_{ij} - d_{ij}) \) for which the null solution \( x = 0 \) of (20.10) is stable.

One way to obtain lower bounds for values of \( |h_{ij}|, |p_{ij} - d_{ij}| \) for which the null solution \( x = 0 \) of (20.10) is stable is the following. Set

\[ (20.23) \quad p_{ij} - d_{ij} = \mu q_{ij}, \quad h_{ij} = \mu g_{ij}. \]

Then (20.20) takes the form

\[ (dv/dt)_{(20.10)} = \sum_{i,j,k=1}^{n} \left( c_{ij} + \mu[a_{ij}(q_{jk} + g_{jk}) + a_{kj}(q_{ji} + g_{ji})] \right) x_i x_k. \]

When \( \mu = 0 \), the quadratic form (20.24) is negative-definite by the choice of the \( c_{ij} \). Thus if \( \mu = \mu_0 \) is a value of \( \mu \) for which the function (20.24) has a negative sign, this value of \( \mu \) when used in (20.23) gives a lower bound for the values of \( p_{ij} - d_{ij}, h_{ij} \) for which stability of the system (20.10) is assured. Now if \( \mu \) varies continuously, the coefficients of the quadratic form (20.24) vary continuously. If the inequalities (20.21) are all satisfied for some value of \( \mu \), then as \( \mu \) decreases, the first one to be violated is the inequality \( \Delta_n > 0 \). Thus the bound \( \mu_0 \) can be taken to be the root of the determinantal equation

\[
\begin{vmatrix}
c_{11} + 2\mu \sum_{j=1}^{n} [a_{1j}(q_{j1} + g_{j1})] & \cdots & c_{1n} + \mu \sum_{j=1}^{n} [a_{1j}(q_{jn} + g_{jn})] \\
\vdots & \ddots & \vdots \\
c_{n1} + \mu \sum_{j=1}^{n} [a_{nj}(q_{j1} + g_{j1})] & \cdots & c_{nn} + 2\mu \sum_{j=1}^{n} [a_{nj}(q_{jn} + g_{jn})]
\end{vmatrix} = 0
\]

that has smallest modulus.
If the null solution is to be asymptotically stable, the derivative $dv/dt$ (20.24) must be positive-definite. If the above discussion is slightly changed by using an additional parameter $\varepsilon$ to write

$$\left(\frac{dv}{dt}\right)_{(20.10)} = \sum_{i,j,k=1}^{n} (c_{ik} + \varepsilon \delta_{ik} + \mu [a_{ij}(q_{jk} + g_{jk})] + a_{jk}(q_{ji} + g_{ji}))x_{i}x_{k} - \varepsilon \sum_{i=1}^{n} x_{i}^{2}$$

($\varepsilon > 0$), it will be seen that a sufficient condition for asymptotic stability of the null solution $x = 0$ of the system (20.10) is that $|\mu| < |\mu_{0}|$, where $\mu_{0}$ is that root of the determinantal equation

$$\det \left[ \begin{array}{ccc} c_{11} + \varepsilon + 2\mu \sum_{j=1}^{n} a_{1j}(q_{j1} + g_{j1}) & \cdots & c_{1n} + \mu \sum_{j=1}^{n} [a_{1j}(q_{jn} + g_{jn})] + a_{n1}(q_{1n} + g_{1n}) \\ \cdots & \cdots & \cdots \\ c_{n1} + \mu \sum_{j=1}^{n} [a_{nj}(q_{jn} + g_{jn})] + a_{1j}(q_{j1} + g_{j1}) & \cdots & c_{nn} + \varepsilon + 2\mu \sum_{j=1}^{n} [a_{nj}(q_{jn} + g_{jn})] \end{array} \right] = 0$$

which has smallest modulus. Moreover, if $R_{0}$, $R$ are related by the condition

$$(20.25) \sup [v(x)] \text{ for } ||x|| < R_{0} < \inf [v(x)] \text{ for } ||x|| = R,$$

then the region $||x|| \leq R_{0}$ will lie in the region of attraction of the point $x = 0$, provided the inequality (20.22) is satisfied in the region $||x|| \leq R$.

If the number $R$ is given, a bound for the number $R_{0}$ can be obtained as follows. If $\rho_{\min}$ and $\rho_{\max}$ are respectively the moduli of the roots of smallest and greatest modulus of the equation $\det [a_{ij} - \delta_{ij}\rho] = 0$, the function $v(x)$ satisfies the inequalities

$$(20.26) \rho_{\min} ||x||^{2} \leq v(x) \leq \rho_{\max} ||x||^{2}.$$ 

Thus the estimate $R_{0} = R$ is valid, because of (20.25) and (20.26).

The sufficient conditions (20.22) for asymptotic stability of the null solution $x = 0$ depend on the choice of the function $v(x)$, or (what is the same thing) the choice of the function $w(x)$ used to construct the auxiliary system (20.8). By different choices of these functions $v, w$, sharper bounds for asymptotic stability may be obtained, and in the same way, less restrictive radii $R_{0}$ for the region of attraction. Starżinskii [175]-[177] studied this question in detail for certain second-, third-, and fourth-order linear systems with variable coefficients.


In this section, we give criteria for the asymptotic stability of the null solution $x = 0$ of a nonlinear system
\( (21.1) \quad \frac{dx_i}{dt} = X_i(x_1, \cdots, x_n, t) \quad (i = 1, \cdots, n), \)

where the functions \( X_i \) are defined and continuous in all space and for all values of \( t \), and where they have continuous partial derivatives \( \partial X_i / \partial x_j \) that are uniformly bounded in every bounded region:

\( (21.2) \quad \left| \frac{\partial X_i}{\partial x_j} \right| < L_k \quad (i = 1, \cdots, n; \ j = 1, \cdots, n), \)

whenever \( \| x \|_2 < R. \)

In section 20, we discussed the stability of solutions of \( (20.22) \) on the basis of boundedness of the functions \( X_i \). In this section, the criteria we use have to do with the boundedness of the derivatives of the \( X_i \). These criteria are based on theorem 16.2, when we take the function \( v(x_0, t_0, z, t) \) of that theorem to be a quadratic form

\( (21.3) \quad v(x_0, t_0, z, t) = \sum_{i,j=1}^{n} a_{ij} z_i z_j. \)

In fact, we shall investigate the asymptotic stability of the perturbed trajectories \( x(x_0, t_0, t) \) by methods used in the preceding section. The criteria we develop were given in [85], [94], and (in a special case) [195].

**Theorem 21.1.** Let \( (a_{ij}) \) be an \( n \times n \) matrix of constants with the following properties:

(i) \( (a_{ij}) \) is symmetric;

(ii) the proper values \( \rho_1, \cdots, \rho_n \) of this matrix are positive;

(iii) the proper values of the symmetric matrix \( (c_{ik}) \) given by

\( (21.4) \quad c_{ik} = \sum_{j=1}^{n} \left( a_{ij} \frac{\partial X_j}{\partial x_k} + a_{kj} \frac{\partial X_j}{\partial x_i} \right) \)

are uniformly negative; i.e., these proper values \( \lambda_1, \cdots, \lambda_n \) uniformly satisfy the conditions

\( (21.5) \quad \lambda_i < -\gamma \quad (\gamma > 0; \ i = 1, \cdots, n) \)

for all \( x \) and all \( t \), where \( \gamma \) is constant.

Then the null solution \( x = 0 \) of equation (21.1) is asymptotically stable for arbitrary initial perturbations.

In the literature, this type of stability has sometimes been called *global*. This usage is adopted in this book. The term *stability in the large* is reserved for asymptotic stability that enjoys a certain kind of uniformity; see p. 30.

**Remark.** If the system (21.1) is linear, i.e., has the form (20.8), the conditions of the theorem are not only sufficient but also necessary. This assertion is proved as follows. If these conditions are satisfied, the function \( v(x) = \sum a_{ij} x_i x_j \) is a Lyapunov function for the system, and its derivative
is negative-definite, owing to condition (21.5). The general criterion of Lyapunov for asymptotic stability is thus satisfied, and the null solution \( x = 0 \) is asymptotically stable. On the other hand, if this solution of (20.8) is asymptotically stable, then by Lyapunov’s theorem [114, p. 276] there is a function \( v(x) = \sum a_{ij} x_i x_j \) that is positive-definite; moreover, the derivative \( dv/dt \) of this function is negative-definite along a solution of (20.8), and all the conditions of theorem 21.1 are satisfied.

We note further that the matrix \((a_{ij})\) can be chosen to be the unit matrix \( a_{ii} = 1, a_{ij} = 0 (i \neq j)\). In this case, the matrix \((c_{ik})\) will be the matrix defined by

\[
(21.7) \quad c_{ik} = \frac{\partial X_i}{\partial x_k} + \frac{\partial X_k}{\partial x_i}.
\]

Thus the theorem asserts that the null solution is asymptotically stable for arbitrary initial perturbations \( x_0 \) whenever the matrix (21.7) satisfies conditions (21.5). The theorem of Markus and Yamabe [128] includes this theorem as a corollary. Indeed, Markus and Yamabe allow \( \gamma \) to be a function of \( \| x \|, \gamma = \nu(\| x \|), \) and derive the conclusion of the present theorem by imposing on the function \( \nu \) the condition that \( \nu(\sigma) \) is monotonically decreasing, and that for each \( \varepsilon > 0 \), the relation

\[
\int_0^\infty \exp \left\{ -\varepsilon \int_0^\sigma \nu(\rho) d\rho \right\} d\rho < \infty
\]

holds.

**Proof of the Theorem.** The method of proof is to establish the fact that the function \( \nu(x_0, t_0, z, t) \) defined by (21.3) satisfies the conditions of theorem 16.2.

We deal with a trajectory \( x(x_0, t_0, t) \) of system (21.3) as follows. From it we construct an equation of perturbed motion, assuming that the given trajectory is an unperturbed motion. Thus the new dependent variable must be taken as \( z(t) = x(t) - x(x_0, t_0, t) \):

\[
(21.8) \quad \frac{dz_i}{dt} = Z_i(z_1, \ldots, z_n, t) = X_i(x_1, \ldots, x_n, t) - X_i(x(x_0, t_0, t), \ldots, x_n(x_0, t_0, t), t) = \sum_{j=1}^{n} \frac{\partial X_i}{\partial x_j} z_j + R_i(z_1, \ldots, z_n, t) \quad (i = 1, \ldots, n).
\]

Here, the partial derivatives \( \partial X_i/\partial x_j \) must all be evaluated at the points of the trajectory \( x(x_0, t_0, t) \). Let \( \beta > 0 \) be an arbitrary positive number. The functions \( \partial X_i/\partial x_j \) are continuous and hence uniformly continuous in every closed region \( \| x \| \leq H, t_0 \leq t \leq t_0 + T \). Thus there will exist a positive number \( \delta(\beta, t_0, T, H) \) such that the inequality

\[
(21.9) \quad | R_i(z, t) | < \beta \| z \|_2
\]
will be satisfied in the region
\[(21.10) \quad \|z\|_2 < \delta(\beta, t_0, T, H)\]
as long as the point \(x(x_0, t_0, t)\) satisfies \(\|x(x_0, t_0, t)\| \leq H\).

The value of the derivative \(dv/dt\) of the function \(v(x_0, t_0, z(t), t)\) along a trajectory of the system \((21.8)\) is given by
\[
\frac{dv}{dt} = \sum_{j=1}^{n} \left( a_{ij} \frac{\partial X_i}{\partial x_k} + a_{kj} \frac{\partial X_i}{\partial x_j} \right) z_i z_k + \sum_{j=1}^{n} \frac{\partial v}{\partial z_j} R_j.
\]
Thus, by the use of inequalities \((21.5)\) and \((21.9)\), we see that the estimate
\[
\frac{dv}{dt} \leq -\gamma \|z\|^2 + \sum_{j=1}^{n} \left| \frac{\partial v}{\partial z_j} R_j \right| \leq -\gamma \|z\|^2 + n\beta \|z\|_2 \left( \sup \left| \frac{\partial v}{\partial z_i} \right| \right)
\]
is valid in the region \((21.10)\).

But the derivative \(\partial v/\partial z_i\) clearly satisfies the inequality
\[
\left| \frac{\partial v}{\partial z_i} \right| \leq n \|z\|_2 \max |a_{ij}| = Nn \|z\|_2 ,
\]
and therefore we can draw the conclusion
\[(21.11) \quad \frac{dv}{dt} \leq [-\gamma + n^2 N\beta] \|x\|^2 \quad (N = \max |a_{ij}|) .
\]
If the number \(\beta\) is chosen to satisfy the relation \(\beta = \gamma/(2n^2 N)\), the conclusion is that the relation
\[(21.12) \quad \frac{dv}{dt} \leq -\frac{\gamma}{2} \|z\|^2
\]
is valid everywhere in the region \((21.10)\).

Thus, the function \(v(21.3)\) does satisfy all the conditions of theorem 16.2, which is therefore proved.

Remark. The details of the proofs of theorems 16.2 and 21.1 show that asymptotic stability of the null solution \(x = 0\) of the system \((21.1)\) with respect to initial perturbations \(x_0, \|x_0\| < H_0\) follows if inequality \((21.5)\) is satisfied in the region \(\|x_0\| < H_0\), where \(H = H_0\sqrt{(\rho_{\max}/\rho_{\min})}\). Here \(\rho_{\max}, \rho_{\min}\) are the greatest and least proper values of the matrix \((a_{ij})\).

Starzinskii [175]-[177] investigated linear systems
\[(21.13) \quad \frac{dx_i}{dt} = \sum_{j=1}^{n} p_{ij}(t)x_j
\]
of second, third, and fourth order. In particular, he found conditions on the coefficients \(p_{ij}(t)\) that would be sufficient to assure the existence of a Lyapunov function that is a quadratic form [satisfying the further conditions \((20.2)\)]. His results are clearly contained in theorem 21.1, since the question amounts to the existence of a positive-definite matrix \((a_{ij})\) with the property that the matrix \((c_{ij}), c_{ik} = a_{ij}p_{jk} + a_{kj}p_{ji}\) has negative proper values. In
fact, our general result uses $\partial X_i/\partial x_j$ in the place of $p_{ij}(t)$, and is equal to the latter in the cases considered by Starżynski [176], [177].

22. Theorems on $m$th-order Stability

In this section, we consider the system

$$\frac{dx_i}{dt} = X_i^{(m)}(x_1, \cdots, x_n, t) + R_i(x_1, \cdots, x_n, t) \quad (i = 1, \cdots, n; \ m \geq 1),$$

where the functions $X_i^{(m)}(x, t)$ are homogeneous functions of the arguments $x_1, \cdots, x_n$ of degree $m$ (for every positive value of $t \geq 0$), and satisfy the Lipschitz conditions

$$|X_i^{(m)}(x'', t) - X_i^{(m)}(x', t)| \leq L \||x''| - |x'|| \quad \text{for} \quad ||x'|| \leq 1, \ ||x''|| \leq 1.$$

Since the $X_i$ are assumed to be homogeneous, these conditions amount to the equivalent conditions

$$|X_i^{(m)}(x'', t) - X_i^{(m)}(x', t)| \leq L r^{m-1} \||x''| - |x'|| \quad \text{for} \quad \|x''\| < r, \ |x'| < r.$$

We assume that in some neighborhood

$$\|x\| < H, \ t > 0$$

the functions $R_i(x, t)$ satisfy the inequalities

$$R_i(x, t) \leq \gamma \|x\|_2^m \quad (i = 1, \cdots, n).$$

When the number $\gamma > 0$ is sufficiently small, this condition is the usual one that the order of the functions $R_i$ exceeds $m$ in the region (22.3), i.e., that the order of the perturbing term in the right member of (22.1) exceeds the order of the main term $X_i^{(m)}$.

The practical value of this section comes from the fact that we relate (22.1) to the system

$$\frac{dx_i}{dt} = X_i^{(m)}(x_1, \cdots, x_n, t) \quad (i = 1, \cdots, n),$$

which is of course nonlinear in general. The important questions concern the conditions under which asymptotic stability (or instability) of the null solution $x = 0$ of equations (22.5) guarantees the stability (or instability) of the related system (22.1). If the conditions of property A (definition 4.1) are satisfied in the region (22.3), the results of section 19 show that the system (22.5) is close to the system (22.1) in the following sense. The null solution is asymptotically stable, or is unstable for (22.1), provided the corresponding property is enjoyed by (22.5), and provided further that the functions $|R_i|$ admit certain positive bounds, namely those of section 19.

The point of the present section is to refine the bounds in question, i.e., to determine $\gamma$ in relation (22.4) so that the results mentioned above continue to hold. The point of attack will be to obtain precise estimates for the function $v(x, t)$ that we know exists when system (22.5) has property A.*

* If the system (22.5) does not have property A, the instability of the null solution $x = 0$ is not a structural property. See example (19.7), p. 84.
Theorem 22.1. Suppose that no solution (≠ 0) of system (22.5) is bounded, $-\infty < t < \infty$. Then a continuous differentiable function $v(x_1, \ldots, x_n)$ exists that satisfies the following inequalities:

$$|v(x)| \leq c_2 \||x||^d,$$

$$\left(\frac{dv}{dt}\right)_{(22.5)} \leq -c_3 \||x||^{d+m-1},$$

$$\left|\frac{\partial v}{\partial x_i}\right| \leq c_4 \||x||^{d-1},$$

where $A, c_2, c_3, c_4$ are positive constants. If the null solution $x = 0$ is unstable, every neighborhood of the point $x = 0$ contains a point $x_0 \neq 0$ at which $v(x_0) < 0$. If the null solution $x = 0$ is asymptotically stable, the function $v(x)$ satisfies the further inequality

$$c_1 \||x||^{d_1} \leq v(x),$$

where $c_1$ is a positive constant.

The following assertion is an easy corollary of theorem 22.1.

Corollary 22.1. Let $x = 0$ be the only solution of system (22.5) that is bounded, $-\infty < t < \infty$. Then there is a positive constant $\gamma > 0$ such that whenever inequality (22.4) holds, the trajectories of (22.1) and (22.5) have the same character; that is, if the trajectories of one are asymptotically stable, so are the trajectories of the other; if the trajectories of one are unstable, so are the trajectories of the other.

Proof. Set $\gamma = (1-q)c_3/(nc_4)$. The function $v(x)$ of theorem 22.1 will satisfy estimate (22.6) along a solution of system (22.1), by lemma 19.1. [See also (19.3).] Indeed, by using the second line of estimate (22.6), we find

$$\left(\frac{dv}{dt}\right)_{(22.1)} \leq -qc_3 \||x||^{d+m-1} \quad (0 < q < 1).$$

If the null solution $x = 0$ of system (22.5) is unstable, theorem 22.1 shows that every neighborhood of the point $x = 0$ contains a point $x_0 \neq 0$ for which $v(x_0) < 0$. Thus the function $v$ satisfies all the conditions of Lyapunov's first theorem on instability for system (22.1); the null solution $x = 0$ is unstable.

On the other hand, if the null solution $x = 0$ of system (22.5) is asymptotically stable, the function $v$ is positive-definite. Thus the function $v$ is a Lyapunov function for system (22.1), and the null solution $x = 0$ of (22.1) is asymptotically stable. The proof of the corollary is complete.
Remark. Suppose the right members of the equations of perturbed motion are holomorphic functions of the arguments \( x_1, \ldots, x_n \), expansible as a convergent series of such functions of degrees \( m, m+1, \ldots \). Corollary 22.1 gives a way of determining the asymptotic stability or instability of the null solution by considering only the lowest-order terms (of degree \( m \)).

The first proof of such a theorem was given by Malkin [120], [121], who confined himself to the case in which the functions \( X_i^{(m)}(x) \) are forms of degree \( m \geq 1 \), and the functions \( R_i(x, t) \) satisfy conditions (22.4).

It is important to note that if \( m > 1 \), and if the null solution \( x = 0 \) of system (22.5) is asymptotically stable, any solution \( x(x_0, t) \) of this system will satisfy an inequality

\[
\| x(x_0, t) \|_2^{m-1} \leq [B \| x_0 \|_2^{-m} + \alpha(t - t_0)]^{-1}
\]

for \( t \geq t_0 \), where \( t_0, \alpha, B \) are positive constants. The proper formulation for the case \( m = 1 \) is inequality (11.9), p. 59.

Inequality (22.9) is established as follows. Starting with (22.6) and (22.7), we obtain

\[
-dv/dt \leq -c_3 [v/c_2]^{(2+m-1)/A};
\]

integrating this, we obtain

\[
-v(x(x_0, t))^{(1-m)/A} + v(x_0)^{(1-m)/A} \leq -\beta(t - t_0), \quad \beta \text{ const., } \beta > 0.
\]

From (22.6) and (22.7) we also obtain

\[
c_1^{(1-m)/A} \| x(x_0, t) \|_2^{1-m} \geq c_2^{1/A} \| x_0 \|_2^{-m} + \beta(t - t_0),
\]

which, when written in the form

\[
\| x(x_0, t) \|_2^{m-1} \leq [(c_2/c_1)^{(1-m)/A} \| x_0 \|_2^{-m} + \beta c_1^{(m-1)/A}(t - t_0)]^{-1},
\]

establishes assertion (22.9).

Let us consider asymptotic stability of the null solution \( x = 0 \) of equation (22.1) in the general case. (Considerations needed for instability are similar.) Now if \( m = 1 \) (i.e., for linear equations), the asymptotic stability of the system (22.5) can be destroyed if functions \( R_i \) are added that are of arbitrarily small order, as explained on pp. 59 and 86. However, for linear equations with variable coefficients, if the order of the functions \( R_i \) is smaller than the order of the norm \( \| x \|_2 \) and if as the time \( t \) increases, the perturbed trajectories approach the unperturbed trajectory \( x = 0 \) exponentially [i.e., if inequality (11.9) is valid], then a linear system with variable coefficients that is asymptotically stable will remain asymptotically stable when perturbed by the addition of the functions \( R_i \). See sections 11 (p. 59) and 20 (page 86).

When \( m > 1 \), the corresponding question concerns the asymptotic stability of system (22.5) and of system (22.1). The characterization of stationarity is that the trajectories \( x(x_0, t, t) \) of the system (22.5) satisfy the inequality

\[
\| x(x_0, t_0, t) \|_2^{m-1} \leq [B \| x_0 \|_2^{-m} + \alpha(t - t_0)]^{-1}.
\]

It is also assumed that the functions \( R_i \) satisfy inequality (22.4) when the constant \( r > 0 \) is sufficiently small.
The following theorem gives a positive answer to this question.

**Theorem 22.2.** Let the null solution \( x = 0 \) of the system (22.5) satisfy inequality (22.10). For some positive number \( \gamma > 0 \), the null solution \( x = 0 \) of system (22.1) will also be asymptotically stable for all \( R_i \) for which relation (22.4) holds.

**Proof.** First note that condition (22.10) shows that there is a function \( v(x, t) \) that satisfies estimates (22.6) and is positive-definite; indeed this function \( v(x, t) \) satisfies inequality (22.7). Proof of this assertion in the general case involves a mountain of detail. In the special case in which the functions \( X_i^{(m)}(x, t) \) possess continuous partial derivatives \( \partial X_i / \partial x_j \), the proof was given in [88]. By complicating this same proof, it is possible to demonstrate the existence of a continuously differentiable function \( v(x, t) \) that satisfies estimates (22.6) and (22.7) on the basis of the weaker assumption that the functions \( X_i^{(m)}(x, t) \) satisfy only a Lipschitz condition (22.2).

The proof of the theorem is completed as follows. Lemma 19.1 and estimate (19.3) show that, since the function \( v(x, t) \) satisfies estimates (22.6) and (22.7), it must have a derivative \( dv/dt \) that is negative-definite along a trajectory of (22.1), provided that the functions \( R_i \) satisfy the inequality (22.4) for sufficiently small \( \gamma > 0 \). Thus the same function \( v(x, t) \) is a Lyapunov function for the entire system (22.1), and the null solution \( x = 0 \) of this system must be asymptotically stable.
Applications of Lyapunov's Method to the Solution of Some Special Problems in Stability

23. Preliminary Remarks

The method expounded in Chapter 4 for constructing a Lyapunov function for practical systems is the simplest and most direct method. Nevertheless, this method has some drawbacks. The derivative $dv/dt$ will enjoy the required properties for the complete system of equations only when the moduli of the variations $R_i$ are bounded by very narrow bounds. The approach of Chapter 4 made a result of this kind inevitable, since no notice was taken of the particular form of the variations $R_i$. Nevertheless, in certain cases, we have additional information about the variations $R_i$ and can use this information to construct a Lyapunov function that is suitable for the case at hand. In this way, we can sometimes obtain sufficient criteria for stability that are rather broad, perhaps as broad as is practically desirable. The same remarks apply also to conditions for instability. In constructing a Lyapunov function for problems in which the variations $R_i$ are restricted in some manner other than in modulus, the Lyapunov function must depend in some way on the functions $R_i$.

Let us consider a system of equations of perturbed motion

$$\frac{dx_i}{dt} = X_i(x_1, \ldots, x_n, t, \beta_1, \ldots, \beta_k, \varphi_1(x_1, \ldots, x_n, t), \ldots, \varphi_r(x_1, \ldots, x_n, t)),$$

the right member of which contains known functions of the arguments $x_1, \ldots, x_n, t$, parameters $\beta_1, \ldots, \beta_k$, and functions $\varphi_1, \ldots, \varphi_r$. We suppose that the parameters are known and are restricted to some region $B$ in a $k$-dimensional space $\{\beta_j\}$. The functions $\varphi_r$ are chosen perhaps from some family of functions $\{\varphi_j\}$. The system auxiliary to system (23.1) is taken to be

$$\frac{dx_i}{dt} = X_i(x_1, \ldots, x_n, t, \beta_1^0, \ldots, \beta_k^0, \varphi_1^0, \ldots, \varphi_r^0).$$

The auxiliary system is obtained from system (23.1) by taking some fixed values $\{\beta_j^0\}$ and $\{\varphi_j^0\}$. Thus we can consider the system as obtained by the variation of parameters given by
(23.3) \[ R_i = X_i(x, t, \beta, \varphi) - X_i(x, t, \beta^0, \varphi^0). \]

The actual form of the functions \( R_i \) depends on the type of function we admit for the functions \( X_i \) of \( \beta \) and \( \varphi \), and also on the property of the family of functions \( \varphi \) and the region in which we allow the parameters \( \beta \) to vary.*

The general problem has now been described. We attempt to construct a Lyapunov function \( v \) that depends not only on \( x \) and \( t \), but also on \( \varphi \) and \( \beta \), the definition being valid for all functions \( \varphi \) in the given family and all values of \( \beta \) in the region admitted. If a function \( v(x, t, \beta, \varphi) \) can be constructed so that it has the necessary properties along trajectories of system (23.1), the stability problem is solved. This method of constructing a Lyapunov function is clearly more flexible for investigating problems of stability than the method expounded in Chapter 4, where the entire parametric family (23.1) had to be subjected, so to speak, to the action of a single Lyapunov function. Unfortunately, there is no effective general rule for constructing a Lyapunov function \( v(x, t, \beta, \varphi) \) in the context just discussed. Nevertheless, the method has been applied to a variety of special cases and classes of equations, many of which have particular interest in practical cases, and has been effective in obtaining stability criteria. In this way the method of constructing Lyapunov functions with parameters has made it possible to attack very broad classes of nonlinear systems.

One approach to constructing Lyapunov functions that is always useful, even when the equations of perturbed motion involve complicated functions \( R_i \), is to bring into play the physical laws that the system under consideration is known to obey. Četaev and his co-workers have for some time been investigating this approach for mechanical systems [30], [32]–[36]. The method is as follows: We write down known integrals of the motion and construct combinations of these integrals. If some combination turns out to be a positive-definite function, then this function satisfies the conditions of Lyapunov's theorem on stability, since the derivative \( dv/dt \) of a combination of integrals of the equations of perturbed motion is identically zero.

This method has been successful for a number of stability problems involving mechanical systems. See, for example, the works of Rumyancev [166], [167], [169], who studied the stability of motion of a rigid body with a fixed point.

We remark further that the parametric method of constructing a Lyapunov function \( v \) may be especially valuable in conjunction with the generalizations of Lyapunov's second method that were given in Chapter 3. Indeed, it is seldom possible to construct a single function \( v(x, t, \beta, \varphi) \) that has all the properties required by the stability or instability theorem in question for all values of \( \beta \) and \( \varphi \) that arise in a particular problem (23.1).

* A detailed statement of the stability problem under variation of parameters that is basically identical with the statement just given appears in the works of Kuz'min [102]. See also the work of Aminov [8].
In this chapter we shall give some examples that are illustrative of the parametric method; we cannot expect to give a complete recipe, since no such recipe exists at the present time. Furthermore, Lyapunov’s method is not the only method for investigating problems of stability. The theory of differential equations includes other methods (for example, methods connected with estimating integrals and studying characteristic curves and hyperplanes). Perhaps a combination of Lyapunov’s second method and these other methods will be needed to solve a particular problem. In this connection, see the works of Erugin [49]–[53] and of his pupils, Zubov [198], [199], Pliss [150]–[152], Tuzov [179], and Skačkov [172]. (There is a large literature on the subject; these references are selected only because they are connected with the methods of this book.)

24. Stability for Persistent Disturbances that are Bounded in the Mean

It is frequently useful to modify a function \( v(x, t) \) that is connected with the unperturbed system by multiplying \( v \) by a suitable function \( \phi(x, t) \), or, in particular, by a function \( \phi(t) \). This method was invented by Četaev [36] and extended in several papers. See, for example, Razumihin [155] and Lebedev [106], where the linear system \( dx/dt = xP(t) \) is considered. Here we use this method to study the stability of motion for persistent disturbances, a problem also studied in the following: Artem’ev [11], Goršin [63], [64], Dubošin [40], Erugin [54], Malkin [119], [124], Massera [130], and Četaev [36].

The problem of stability for persistent disturbances is stated as follows by Malkin [124]. We consider the two systems of equations

\[
\begin{align*}
(24.1) & \quad \frac{dx_i}{dt} = X_i(x_1, \ldots, x_n, t) \quad (i = 1, \ldots, n) \\
(24.2) & \quad \frac{dx_i}{dt} = X_i(x_1, \ldots, x_n, t) + R_i(x_1, \ldots, x_n, t) \quad (i = 1, \ldots, n).
\end{align*}
\]

The functions \( R_i \) are to be regarded in this section as the persistent disturbances. The precise values of these functions \( R_i \) are generally not known, and it need not be true that they reduce to zero at the point \( x = 0 \).

The unperturbed motion \( x = 0 \) is the solution of equations (24.1). This solution is said to be stable for persistent disturbances if for every positive number \( \varepsilon \), however small, there are two positive numbers \( \gamma_1(\varepsilon) \) and \( \gamma_2(\varepsilon) \) such that whenever the initial values \( x_{i0} \) and \( t_0 \) satisfy the inequalities

\[
| x_{i0} | < \gamma_1(\varepsilon), \quad t_0 > 0,
\]

the relation \( | x_i | < \varepsilon \) will be valid for all \( t \geq t_0 \), provided that the disturbances \( R_i \) satisfy the inequalities

\[
| R_i(x_1, \ldots, x_n, t) | \leq \gamma_2(\varepsilon).
\]

Thus the only requirement on the functions \( R_i \) is that they are bounded
in modulus according to this last relation for all \( t \) such that \( t \geq t_0 \), for sufficiently small values of \( x \), \( |x_1| < \varepsilon \). Goršin [63], [64] and Malkin [125] showed that if the null solution \( x = 0 \) is asymptotically stable uniformly with respect to \( x_0 \) and \( t_0 \), it is also stable under persistent disturbances if the functions \( X_i \) have bounded derivatives \( \partial X_i / \partial x_j \). Kurcveil' [97] and Massera [131] showed that if the functions \( X_i(x, t) \) are periodic, the same conclusion is valid if the functions \( X_i \) are assumed to be merely continuous.

The requirement that the functions \( R_i \) be small for all values of the time is not a happy one. In some cases, it is more natural to ask only that the intervals of time \( t > t_0 \) during which \( R_i \) has a very large value should be extremely short. A function \( R_i \) with this property is called \textit{bounded in the mean}. Heuristically considered, this does seem to be a sufficient condition for stability.

The ideas of this section go back to Germaidze [59], who considered first-order stability. Extensions of Germaidze's ideas are contained in [60], a joint work of Germaidze and the author.

We now define stability for persistent disturbances that are bounded in the mean.

**Definition 24.1.** The null solution \( x = 0 \) of the system (24.1) is called stable for persistent disturbances that are bounded in the mean if for every positive \( \varepsilon \) \((\varepsilon > 0)\) and positive \( T \) \((T > 0)\), there are two positive numbers \( \delta, \eta \) \((\delta > 0, \eta > 0)\) such that whenever the continuous function \( \varphi(t) \) satisfies the relations

\[
\left\{ \begin{array}{l}
\int_t^{t+T} \varphi(s) \, ds < \eta, \\
| R_i(x, t) | \leq \varphi(t) \quad \text{for} \quad || x ||_2 < \varepsilon,
\end{array} \right.
\]

(24.3)

every solution \( x(x_0, t_0, t) \) of equation (24.2) which has initial values \( || x_0 ||_2 < \delta \)

will satisfy \( || x(x_0, t_0, t) || < \varepsilon \) for all \( t \geq t_0 \).

This definition is a generalization of Malkin's definition [124, p. 129] in the sense that a solution which is stable for persistent disturbances that are bounded in the mean is obviously \textit{a fortiori} stable for persistent disturbances that are everywhere bounded (the number \( \eta \) of definition 24.1 is related to the number \( \gamma_2 \) of Malkin’s definition by the relation \( \gamma_2 T = \gamma \)).

We are assuming that the functions \( X_i \) are defined and continuous for \( || x || < H \) and satisfy a Lipschitz condition there (with respect to \( x \)). See equation (1.7), with \( L = L_x \).

It is not necessary to make any assumptions whatever concerning the smoothness or continuity of the functions \( R_i \). We need only suppose that a trajectory \( x(x_0, t_0, t) \) can be defined for \( t > t_0 \) for every \( t_0 \geq 0 \) and every point \( x_0 \in H \), and that this trajectory can be extended for all \( t > t_0 \) for which the values of the function \( x(x_0, t_0, t) \) lie in the region \( || x || < H \). It is required that the function \( x(x_0, t_0, t) \) be a solution of equation (24.2), perhaps in some extended sense, but this must be a sense in which the relations

\[
\left( \frac{dx(x_0, t_0, t)}{dt} \right)_{at=+0} = X_i + R_i
\]

hold.
Theorem 24.1. Suppose the null solution \( x = 0 \) is asymptotically stable uniformly in \( t_0 \) and \( x_0 \) in the sense of definition 5.1 (p. 26). Then stability also holds for persistent disturbances that are bounded in the mean.

Remark. If the functions \( X_i(x, t) \) are periodic in the time \( t \), or if they have the form \( X_i(x) \) (that is, are independent of the time \( t \)), then uniform stability is an obvious consequence of asymptotic stability. Theorem 24.1 therefore asserts in this case that mere asymptotic stability carries with it stability for persistent disturbances that are bounded in the mean.

Proof. By theorem 5.1, the hypotheses of theorem 24.1 show that in some neighborhood of the point \( x = 0 \) there is a function \( v(x, t) \) that satisfies the relations (24.5)-(24.7):

\[
(24.5) \quad w(x) \leq v(x, t) \leq W(x),
\]
where \( w(x) > 0 \) for \( \|x\| \neq 0 \), and \( W(0) = 0 \);

\[
(24.6) \quad \left( \frac{dv}{dt} \right)_{(24.1)} \leq -w_i(x),
\]
where \( w_i(x) > 0 \) for \( \|x\| \neq 0 \); and

\[
(24.7) \quad \left| \frac{dv}{dx_i} \right| < N \quad (i = 1, \ldots, n)
\]
for

\[
(24.8) \quad \|x\| < H_1 \quad (H_1 = \text{const.}).
\]

Let a positive number \( \varepsilon > 0 \) be given. There is no loss of generality in assuming \( \varepsilon < H_1 \). The left inequality of (24.5), i.e., the positive-definiteness of the function \( v(x, t) \), shows that

\[
(24.9) \quad \inf [v(x, t) \text{ for } \|x\| = \varepsilon] \geq \min [w(x) \text{ for } \|x\| = \varepsilon] = 2\alpha > 0,
\]
and by (24.7) we have the inequality

\[
(24.10) \quad \sup [v(x, t) \text{ for } \|x\| \leq \delta = \frac{\alpha}{nN\varepsilon^2}] \leq \frac{\alpha}{\varepsilon^2}.
\]

Now let \( c, c_3 \) be defined by

\[ c = \inf \left[ \frac{w(x)}{\|x\|} \right], \quad c_3 = \inf \left[ \frac{w_i(x)}{\|x\|} \right], \quad \text{for } \delta \leq \|x\| \leq \varepsilon. \]

Then the inequalities

\[
(24.11) \quad c \|x\| \leq v(x, t) \leq nN \|x\|, \quad \left( \frac{dv}{dt} \right)_{(24.1)} \leq -c_3 \|x\|
\]
hold in the region

\[
(24.12) \quad \delta \leq \|x\| \leq \varepsilon.
\]
§ 24. PERSISTENT DISTURBANCES

In the region (24.12), the function \( V(x, t) = v(x, t)/c_3 \) satisfies the inequalities

\[
(24.13) \quad c_2 \| x \| \leq V(x, t) \leq c_1 \| x \| ,
\]

\[
(24.14) \quad \left( \frac{dV}{dt} \right)_{(24.1)} \leq -\| x \| ,
\]

\[
(24.15) \quad \left| \frac{\partial V}{\partial x_i} \right| < \frac{c_1}{n} \quad (i = 1, \ldots, n) ,
\]

where \( c_1 \) and \( c_2 \) are positive constants. From the relation \( R_i \leq \varphi(t) \) [see (24.3)] we conclude that the functions \( R_i \) satisfy the inequality

\[
(24.16) \quad | R_i(x, t) | \leq \frac{\varphi(t)}{\delta} \| x \| \quad (i = 1, \ldots, n)
\]

in the region (24.12). We assert that we can choose the function \( \beta(t) \) in such a way that the function \( f(x, t) = V \exp[\beta(t)] \) may be used to establish the stability of the null solution \( x = 0 \) for persistent disturbances that satisfy the estimate (24.3). The computation of the derivative of the function \( f(x, t) \) along trajectories of the system (24.2) is as follows:

\[
(24.17) \quad \lim_{dt \to +0} \frac{df(x(t), t)}{dt} = f(x(t), t) \left[ \beta'(t) + \frac{1}{V} \left( \frac{dV}{dt} \right)_{(24.1)} + \frac{1}{V} \sum_{i=1}^{n} \frac{\partial V}{\partial x_i} R_i \right]
\]

\[
\leq f(x(t), t) \left[ \beta'(t) - \frac{1}{c_1} + \frac{c_1 \varphi(t)}{c_2} \right] .
\]

Let \( q \) be a number between 0 and 1: \( 0 < q < 1 \). We seek to determine a nonnegative function \( \varphi(t) \) such that the relation

\[
(24.18) \quad \int_{kT}^{(k+1)T} \varphi(t) dt = \int_{kT}^{(k+1)T} \left[ \frac{1 - q}{c_1} - \frac{c_1 \varphi(t)}{c_2 \delta} \right] dt \quad (k = 0, 1, 2, \ldots)
\]

holds. If we choose the number \( \eta \) of relation (24.3) to have the value

\[
(24.19) \quad \eta = \frac{T(1 - q)c_2 \delta}{c_1^2} ,
\]

the value of the integral (24.18) is nonnegative. Thus a nonnegative \( \varphi(t) \) will exist \( [\varphi(t) \geq 0] \). We now define the function \( \beta(t) \) by the relation

\[
(24.20) \quad \beta(t) = \int_{0}^{t} \left[ -\varphi(\xi) - \frac{c_1 \varphi(\xi)}{c_2 \delta} + \frac{1 - q}{c_1} \right] d\xi .
\]

Substituting (24.20) in (24.17), we obtain

\[
(24.21) \quad \left[ \lim_{dt \to +0} \frac{df}{dt} \right]_{(24.2)} \leq f(x, t) \left[ -\varphi(\xi) - \frac{q}{c_1} \right] \leq - \frac{q}{c_1} f .
\]

On the other hand, conditions (24.18) and (24.20) show that \( \beta(kT) = 0 \) for \( k = 1, 2, \ldots \), and consequently \( | \beta(t) | \leq 3(1 - q)T/c_1 \).
If we now choose \( q \) so that \((1-q)T/c_1 < 1/3\), it follows that the inequalities

\[
Ve^{-1} \leq f \leq Ve
\]

hold in the region (24.12).

Thus the function \( f \) that we have constructed satisfies condition (24.21), and in view of inequalities (24.9), (24.10), and (24.22), it also satisfies the inequality

\[
(24.23) \quad \sup [f(x, t) \text{ for } ||x|| \leq \delta] < \inf [f(x, t) \text{ for } ||x|| = \varepsilon].
\]

Now let us consider a trajectory \( x(x_0, t_0, t) \) of the system (24.1) when \( x_0 \) is restricted to be less than \( \delta \): \( ||x_0|| < \delta \). By the inequalities (24.21) and (24.23), the trajectory \( x(x_0, t_0, t) \) remains in the region \( ||x|| < \varepsilon \), which demonstrates the theorem.

**Remark.** By introducing a slight complication in the above method of constructing the function \( f(x, t) \) it is possible to demonstrate a stronger assertion. To state this assertion, suppose \( \gamma \) is a positive number less than \( \varepsilon \) \((0 < \gamma < \varepsilon)\), where \( \varepsilon \) is the number mentioned above. The numbers \( c \) and \( c_3 \) are defined by the relations

\[
c = \inf \left[ \frac{w(x)}{||x||} \right], \quad c_3 = \inf \left[ \frac{w_1(x)}{||x||} \right] \quad \text{for } ||x|| > \gamma_1,
\]

where \( \gamma_1 \) is chosen so that \( W(\gamma_1) \) is less than \( w(\gamma) \). (Note that the range over which the infimum was taken above was \( ||x|| \geq \delta \).) By methods of construction and calculation exactly analogous to those above, we can find a function \( f \) that satisfies inequality (24.23) and also inequality (24.21), the latter (naturally for appropriate constants) everywhere in the region \( \gamma_1 \leq ||x|| \leq \varepsilon \). Thus we can show with the help of this function \( f(x, t) \) that the trajectories \( x(x_0, t_0, t) \) of the system (24.1) not only remain in the region \( ||x|| < \varepsilon \) for all \( t \geq t_0 \), but also satisfy the relation

\[
\limsup_{t \to \infty} ||x(x_0, t_0, t)|| \leq \gamma
\]

whenever the mean value of the persistent disturbances is bounded by a sufficiently small constant.

We emphasize also that the way we have constructed \( f \) for a particular system (24.1) and particular functions \( V(x, t) \) and \( \varphi(t) \) allows us not only to establish stability for persistent disturbances but also to obtain useful concrete estimates that are exceedingly good if the function \( v(x, t) \) is properly chosen. (The better the choice of the function \( v \), the better the estimates.)

We next show how to construct a function \( f(x, t) \) to solve a special problem. It will be recalled that terms containing harmonics of high order are frequently neglected in a general analysis of the stability of solutions of periodic systems. The following chain of theorems is a rigorous foundation for such a procedure.

We return to system (24.1) and assume that the functions \( X_i \) satisfy the
conditions previously imposed. We also assume that the functions $X_i$ are uniformly continuous in $t$, and that the functions $R_i(x, t)$ are bounded and satisfy a Lipschitz condition with respect to $x_i$; that is,

\begin{align}
(24.24) \quad |R_i(x, t)| &\leq K, \\
(24.25) \quad |R_i(x', t) - R_i(x'' t)| &\leq L \|x'' - x'\|.
\end{align}

Moreover, we shall suppose that the functions $R_i(x, t)$ are periodic in the time $t$ with period $\tau > 0$, and that their Fourier series contain no constant term (any possible constant term may be thought of as assimilated into the function $X_i$). In other words, we suppose that the functions $R_i$ satisfy the inequality

\begin{equation}
(24.26) \quad \int_{t}^{t+\tau} R_i(\bar{x}, \xi) \, d\xi = 0 \quad (i = 1, \ldots, n)
\end{equation}

for every fixed* value $x = \bar{x}$.

**Theorem 24.2.** If the null solution $x = 0$ of the system of equations (24.1) is asymptotically stable uniformly in $x_0$ and $t_0$, then for arbitrary positive $\varepsilon$ ($\varepsilon > 0$), there exist two positive numbers $\delta > 0$, $\tau_0 > 0$ with the following properties. Whenever the initial value $\|x_0\|$ is less than $\delta$, and whenever relation (24.26) is satisfied for a single value of $\tau$, $\tau \leq \tau_0$, the solution $x(x_0, t_0, t)$ of equation (24.2) will satisfy the inequality $\|x(x_0, t_0, t)\| < \varepsilon$.

**Remark.** Theorem 24.2 says, in effect, that if the null solution of a system is uniformly asymptotically stable, sufficiently fast vibrations of even large amplitude cannot greatly change this stability. It should be noted further that the two assertions in the remark following theorem 24.1 are valid (with necessary changes) for theorem 24.2. It is especially interesting to note that if the functions $X_i(x, t)$ in theorems 24.1 and 24.2 are periodic in the time $t$, the theorems are valid if we suppose only that the functions $X_i$ are continuous. Indeed, according to the results obtained in the works of Kurcewil' [97] and Massera [131], the functions $v(x, t)$ used in the proof of theorems 24.1 and 24.2 to construct the function $f(x, t)$ do exist under the hypothesis that the functions $X_i$ are only continuous.

**Proof.** Following the proof of theorem 24.1, we consider the Lyapunov function $f(x, t) = V(x, t) \exp \beta(t)$, where the function $V(x, t)$ satisfies the estimates (24.13)-(24.15). The proof will be made by contradiction. Thus we assume that no matter how small a number $\gamma_0$ is chosen, we can find a system (24.2) which does satisfy the conditions of the theorem, and for which a trajectory $x(x_0, t_0, t)$ that lies initially ($t_0 \geq 0$) on the surface $\|x_0\| = \delta$ lies for $t_0 \leq t < t_1$ entirely in the region (24.12), and is outside the region $\|x\| = \varepsilon$ for $t = t_1 > t_0$. The first step is to compute the right derivative $df/dt$ along a trajectory of the system (24.2):

* The only way in which the periodicity of the functions $R_i$ is used is the assumption (24.26). Thus when we refer to functions $R_i$ in subsequent pages, we have in mind arbitrary functions that satisfy (24.24), (24.25), and (24.26).
From estimates (24.13)–(24.15) we obtain the inequality
\[
\left( \frac{df}{dt} \right)_{(24.2), dt = +0} \leq f(x, t) \left[ \beta'(t) - \frac{1}{c_t} + \frac{1}{V} \sum_{i=1}^{n} \frac{\partial V}{\partial x_i} R_i \right].
\]

We must now select a function \( f \) so that on the trajectory \( x(x_0, t_0, t) \) that we are considering we can apply theorem 17.1. Thus our problem is to define the function \( \beta(t) \) so that the function \( f(x, t) \) is positive-definite and admits an infinitely small upper bound, and so that its derivative \( (df/dt)_{dt = +0} \) is negative-definite in the region (24.12) along the trajectory \( x(x_0, t_0, t) \) that we are considering. We choose the functions \( \omega(t) \) and \( \beta(t) \) to satisfy the following relations:

\[
\int_{\theta_k}^{\theta_{k+1}} \omega(\xi) \, d\xi = \frac{1 - q}{c_t} \tau - \left[ \int_{\theta_k}^{\theta_{k+1}} \frac{1}{V} \sum_{i=1}^{n} \frac{\partial V}{\partial x_i} R_i(x(x_0, t_0, t), t) \right] dt,
\]

\[
\beta(t) = \frac{1 - q}{c_t} (t - t_0) - \int_{t_0}^{t} \left[ \frac{1}{V} \sum_{i=1}^{n} \frac{\partial V}{\partial x_i} R_i(x(x_0, t_0, \xi), \xi) \right] \, d\xi - \int_{t_0}^{t} \omega(\xi) \, d\xi,
\]

where \( \theta_k = t_0 + k\tau, \, k = 0, 1, \ldots, \, t \geq t_0, \) and where \( 0 < q < 1. \) We must estimate the value of the integral in the right member of equation (24.27). By condition (24.26), we have

\[
\int_{\theta_k}^{\theta_{k+1}} \frac{1}{V} \sum_{i=1}^{n} \frac{\partial V}{\partial x_i} R_i(x(x_0, t_0, t), t) \, dt = \left[ \int_{\theta_k}^{\theta_{k+1}} \left( \frac{\partial V}{\partial x_i} \right) R_i(x(x_0, t_0, t), t) \right] \, dt,
\]

where \( x_k \) is \( x(x_0, t_0, \theta_k). \)

We now apply the theorem of the mean to the right member of equation (24.29), and thus estimate for the left member of this equation the value \( \tau Nn, \) where

\[
N = \sup \left| \frac{\partial V(x(t), t)}{\partial x_i} \frac{R_t(x(t), t)}{V(x(t), t)} - \frac{\partial V(x_{k}, \theta_{k})}{\partial x_i} \frac{R_t(x_{k}, t)}{V(x_{k}, \theta_{k})} \right|,
\]

\[\theta_k \leq t \leq \theta_{k+1}.\]

Since the function \( V \) is continuous with bounded derivatives of all orders with respect to all its arguments (theorem 5.1), we can conclude from estimates (24.24) and (24.25) that the relation

\[
N \leq Q\tau
\]
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holds \((Q = \text{const.})\). [We omit the details of the derivation of (24.31), which is straightforward.]

The estimate

\[
(24.32) \quad \int_{\theta_k}^{\theta_{k+1}} \frac{1}{V} \left[ \sum_{i=1}^{n} \left( \frac{\partial V(x(t), t)}{\partial x_i} R_i(x(t), t) \right) \right] dt \leq P \tau^2 \quad (P = \text{const.})
\]

is an immediate consequence of (24.31). We now subject the number \(\tau (\tau > 0)\) to the requirement

\[
(24.33) \quad \tau < \frac{1 - q}{c_1P}.
\]

If \(\tau\) satisfies (24.33), the right member of equation (24.27) is positive. Thus the function \(\omega(t)\) can be taken to be nonnegative if (24.33) holds.

We can further assume that the function \(\omega(t)\) is nonnegative, \(\omega(t) \geq 0\), for \(t \geq t_0\). We note from (24.28) that the function \(\beta(t)\) satisfies the equalities \(\beta(\theta_k) = 0 (k = 1, 2, \cdots)\); thus we can assert that \(|\beta(t)| < P_1 \tau, P_1 = \text{const.}\) If the number \(\tau > 0\) is also bounded by the relation \(\tau < 1/P_1\), then we see that \(|\beta(t)|\) is less than 1: \(|\beta(t)| < 1\). Thus the function \(f(x, t)\) satisfies estimates (24.21), (24.23) when \(\gamma > 0\) is bounded in this manner. This conclusion contradicts the supposition that the trajectory \(x(x_0, t_0, t)\) leaves the region \(|x| \leq \epsilon\) for \(t > t_0\). Finally, since the numbers \(P, q\), which are used to obtain the bounds for \(\gamma\), depend only on the properties of the functions \(X_t\) and on the constants \(K, L\) of relations (24.24), (24.25), and are independent of the functions \(R_i(x, t)\), the proof is complete.

Now we describe methods for constructing a Lyapunov function for the linear system of equations

\[
(24.34) \quad \frac{dx_i}{dt} = \sum_{j=1}^{n} p_{ij}(t)x_j \quad (i = 1, \cdots, n).
\]

These methods are detailed by Razumihin [155] and Lebedev [106]. We assume that the roots of the characteristic equation

\[
(24.35) \quad \det [p_{ij}(t) - \lambda \delta_{ij}]_n^1 = 0
\]

satisfy the relation

\[
(24.36) \quad \text{Re} \lambda_i < -\gamma \quad (i = 1, \cdots, n),
\]

where \(\gamma > 0\) is a positive constant, for each fixed value of \(t\). Lyapunov's theorem then assures us that there is a positive-definite function

\[
(24.37) \quad v(x, t) = \sum_{i,j=1}^{n} a_{ij}(t)x_i x_j
\]

which satisfies the relation

\[
(24.38) \quad \sum_{i=1}^{n} \frac{\partial v}{\partial x_i} \left[ \sum_{j=1}^{n} p_{ij}(t)x_j \right] = -\sum_{i=1}^{n} x_i^2.
\]

We assume that the coefficients \(p_{ij}(t)\) are bounded differentiable functions
of the time $t$. The coefficients $a_{ij}(t)$ must then also be bounded differentiable functions of $t$. Following our general plan, we take a Lyapunov function $f(x, t)$ in the form $f(x, t) = v(x, t) \exp \beta(t)$. The value of the derivative $df/dt$ of this function along a trajectory of the system (24.34) is, according to (24.38),

$$
\frac{df}{dt} = - \sum_{i=1}^{n} x_i^2 + \sum_{i, j=1}^{n} \left[ \frac{da_{ij}(t)}{dt} + \frac{d\beta(t)}{dt} a_{ij}(t) \right] x_i x_j.
$$

We consider the quadratic form

$$
w(x, t) = - \sum_{i=1}^{n} x_i^2 + \sum_{i, j=1}^{n} \left[ \frac{da_{ij}(t)}{dt} + \frac{d\beta(t)}{dt} a_{ij}(t) \right] x_i x_j.
$$

Since $w(x, t)$ is a quadratic form, a general theorem assures us that this form satisfies the inequality

$$
w(x, t) \leq \rho_{\text{max}} \sum_{i=1}^{n} x_i^2,
$$

where $\rho_{\text{max}}$ is the greatest root of the determinantal equation

$$
(24.39) \quad \det [c_{ij}(t) - \rho \delta_{ij}] = 0 \quad [c_{ij}(t) = - \delta_{ij} + a_{ij}(t) + \beta(t) a_{ij}(t)].
$$

Thus, to assure that the function $w(x, t)$ will be negative-definite, it is sufficient to choose $\beta(t)$ in such a way that the roots of equation (24.39) satisfy the relation

$$
(24.40) \quad \rho_{\text{max}} < -\alpha,
$$

where $\alpha > 0$ is a positive constant. Condition (24.40) gives an upper bound for the function $\beta'(t)$, since the form $v(x, t)$ is positive-definite because of the way the function $v$ (24.37) was chosen. Let us call this bound $\bar{\beta}(t)$. On the other hand, if the function $f$ is to be positive-definite and the function $df/dt$ negative-definite, we must have

$$
(24.41) \quad \beta(t) > N > -\infty \quad (N = \text{const.}).
$$

Relation (24.41) requires only that we take

$$
(24.42) \quad \int_{0}^{t} \bar{\beta}(t) dt = N_1 \geq -\infty.
$$

Thus a criterion sufficient for asymptotic stability of the solutions of the system (24.34) is that relation (24.42) be satisfied by $\bar{\beta}(t)$ [defined as the greatest number for which the roots of equation (24.39) satisfy inequality (24.40)]. An effective estimate of $\bar{\beta}(t)$ can be obtained from the following considerations.

Let $\tilde{b}_{ij}(t) = c_{ij}(t) - \beta'(t) a_{ij}(t)$. If $\lambda_{\text{max}}$ is the greatest value of $\lambda$ that satisfies the equation

$$
(24.43) \quad \det [c_{ij}(t) - \lambda a_{ij}(t)] = 0,
$$

the form $\sum_{i, j=1}^{n} c_{ij}(t) x_i x_j$ will be negative-definite if $\lambda_{\text{max}} \leq -\alpha$. Thus, if $\rho_{\text{max}}$ is the greatest value of $\rho$ that satisfies the equation

$$
\det [c_{ij}(t) - \rho a_{ij}(t)] = 0,
$$

then

$$
\sum_{i, j=1}^{n} c_{ij}(t) x_i x_j \leq \rho_{\text{max}} \sum_{i=1}^{n} x_i^2.
$$
a sufficient condition for asymptotic stability of the solutions of the system (24.34) is that for some constant $M$ independent of $t$, the relation

\[ \int_0^\infty (\rho_{\text{max}} + \alpha) \, dt < M < \infty \]

hold. Indeed, if this relation is satisfied, we can take $\beta(t) = -\rho_{\text{max}}(t) - \alpha$. Thus we have shown that we can find an effective bound $\beta(t)$ by taking the greatest root $\rho$ of the equation

\[ \det \left[ \frac{da_{ij}}{dt} - (1 - \alpha)\rho a_{ij} - \delta_{ij} \right] = 0 , \]

with reversed sign.

25. Criteria for Asymptotic Stability in the Large for Some Nonlinear Systems

In this section and the following ones we consider a method for constructing a Lyapunov function $v(x, t, \beta, \varphi)$ that was originated in the work of Lur'e and Postnikov [112] and afterward used widely in many places. (See, for example, [15], [27], [41], [47], [51], [82], [83], [85], [86], [108]-[110], [113], [120], [122].)

In considering a servomechanism it is necessary to study the behavior of the solutions of a system of differential equations of the following form [5], [113]:

\[ \frac{dx_i}{dt} = d_{i1}x_1 + \cdots + d_{in}x_n + \beta_{i1}\varphi_{i1}(x_1) + \cdots + \beta_{in}\varphi_{in}(x_n) \quad (i = 1, \cdots, n) , \]

where $d_{ij}$, $\beta_{ij}$ are constants, and $\varphi_{ij}(x_j)$ are nonlinear functions.*

In the stability problem for system (25.1), which describes servomechanisms, it is desirable to treat the possibility of a rather large initial perturbation $(x_{10}, x_{20}, \cdots, x_{n0})$, i.e., to consider equation (25.1) in a sufficiently large region of phase space. Thus a satisfactory solution to the problem cannot be obtained by investigating the linearized version of (25.1), since there is in fact no linear system whose right member would differ from the right member of system (25.1) by a sufficiently small value in all points of the region in which the initial perturbation $(x_{10}, x_{20}, \cdots, x_{n0})$ is being considered.

An effective solution of the necessary stability problems is possible only if we construct the Lyapunov function $v$ in such a way that the nonlinearity of the functions $\varphi_{ij}$ is properly mirrored. The idea of Lur'e and Postnikov for constructing a Lyapunov function $v(x, t, \beta, \varphi)$ for system (25.1) is to allow the function to depend both on integrals of the functions $\varphi$ and on a quad-

* Usually the functions $\varphi_i$ depend on linear combinations $\sigma_i = \xi_{i1}x_1 + \cdots + \xi_{in}x_n$, where $\xi_{ij} = \text{const.}$, and a linear change of variables will bring this to the form (25.1). We confine our attention to this form.
ratic form in the arguments \( x_1, \ldots, x_n \). The precise form needed is the linear combination

\[
(25.2) \quad v(x, t, \beta, \varphi) = \sum_{i,j=1}^{n} a_{ij}x_i x_j + \sum_{i,j=1}^{n} \alpha_{ij} \int_0^{x_j} \varphi_{ij}(\xi) \, d\xi.
\]

We shall see that it is possible to give a formula for the derivative \( dv/dt \) along a trajectory of (25.1) and to give conditions that this derivative be positive-definite or semidefinite. It is also possible to give corresponding conditions concerning the definiteness or semidefiniteness of the function \( v(x, t, \beta, \varphi) \). We shall then have criteria for the stability or instability of system (25.1). These criteria depend essentially on the rule by which the form \( \sum a_{ij}x_i x_j \) and the coefficients \( c_{ij}(\beta) \) are chosen in definition (25.2). Various rules and corresponding conditions of stability are contained in the works cited in the first paragraph of this section. To classify and survey the various stability criteria, it is desirable to classify the conditions with respect to a certain reasonably small number of invariants. A description of the construction of the various functions \( v(x, t, \beta, \varphi) \) is carefully set out by Aizerman. In his study of servomechanisms, he gave a very natural and interesting statement of the stability problem for systems of the type (25.1). We formulate this problem below.*

We now consider system (25.1) and the linear system

\[
(25.3) \quad \frac{dx_i}{dt} = d_{i1}x_1 + \cdots + d_{in}x_n + \beta_{i1}h_{i1}x_i + \cdots + \beta_{in}h_{in}x_n
\]

\((i = 1, \ldots, n)\).

We assume that solutions of the linear system (25.3) are asymptotically stable when the parameters \( h_{ij} \) lie in a region

\[
(25.4) \quad h_{ij} < h_{ij} < \bar{h}_{ij}
\]

or in a region

\[
(25.5) \quad h_{ij} \leq h_{ij} \leq \bar{h}_{ij},
\]

where \( h_{ij} \) and \( \bar{h}_{ij} \) are constants. We shall study the asymptotic stability of the null solution \( x = 0 \) of the nonlinear system (25.1) for arbitrary initial perturbations, when the nonlinear functions \( \varphi_{ij}(x_j) \) satisfy condition

\[
(25.6) \quad h_{ij} < \frac{\varphi_{ij}(x_j)}{x_j} < \bar{h}_{ij} \quad (x_j \neq 0),
\]

or condition

\[
(25.7) \quad h_{ij} \leq \frac{\varphi_{ij}(x_j)}{x_j} \leq \bar{h}_{ij} \quad (x_j \neq 0).
\]

---

* Aizerman [3] formulated the problem for the case in which system (25.1) contains a single nonlinear function \( \varphi_{ij}(x_j) \) and in which, moreover, there is only a single line, that is, only a single \( i \). Our present formulation is an obvious generalization of the problem to a system (25.1) containing several nonlinear functions \( \varphi_{ij}(x_j) \).
Nonlinear continuous functions \( \varphi_{ij} \) that satisfy (25.6) are called functions of class (a), and functions \( \varphi_{ij} \) that satisfy (25.7) are called functions of class (b). The stability problem that corresponds to the one formulated at the beginning of this chapter may be stated as follows:

Find conditions for the stability of system (25.1) for parametric perturbations defined by functions \( \varphi_{ij} \) of class (a) [or class (b)]. Aizerman's studies of this problem appear in a large number of articles (see references at the beginning of this section). A complete solution of the problem is available only in the case \( n = 2 \). For \( n \geq 3 \), we know only that if the coefficients \( d_{ij} \) are connected by certain relations, the problem has a positive solution. (See, for example, [15], [27], [152], [170], [179].) Here we restrict ourselves to consideration of the case \( n = 2 \).

Aizerman's problem for a system of two equations with a single nonlinear function, that is, a system of the form

\[
\begin{align*}
\frac{dx}{dt} &= ax + by + f(x), \\
\frac{dy}{dt} &= cx + dy,
\end{align*}
\]

or

\[
\begin{align*}
\frac{dx}{dt} &= ax + by, \\
\frac{dy}{dt} &= cx + dy + f(x),
\end{align*}
\]

was studied in detail by Erugin [49]-[51], who gave a number of cases in which system (25.8) has a positive solution for problems (a) and (b). For system (25.9) it has been shown [50] that Aizerman's problem (a) [and therefore a fortiori problem (b)] has a positive solution. By constructing an explicit Lyapunov function \( v \) for systems (25.8) and (25.9), Malkin [122] showed that both systems have a positive solution for problem (b). Later, it was shown that problem (a) for system (25.8) has a negative solution [81], so that the fundamental necessity of distinguishing between problems (a) and (b) is clear.

Here we consider the possible types of systems of two equations with two nonlinear functions. For such systems (treated in [81], [83]), we consider only problem (b), since, as we have just noted, problem (a) has a negative solution for system (25.8) even if there is a single nonlinear function.

We consider the system of equations

\[
\begin{align*}
\frac{dx}{dt} &= f_1(x) + ay, \\
\frac{dy}{dt} &= f_2(x) + by,
\end{align*}
\]

where \( f_1(x) \) and \( f_2(x) \) are continuous functions such that \( f_1(0) = f_2(0) = 0 \), and where \( a \) and \( b \) are constants.

The system (25.3) of linear equations that corresponds to the nonlinear system (25.10) has the form

\[
\begin{align*}
\frac{dx}{dt} &= h_1x + ay, \\
\frac{dy}{dt} &= h_2x + by.
\end{align*}
\]

* Aizerman's problem was studied in detail for \( n = 3 \) by Pliss [152]. See also [27a], [135a], [141c].
A necessary and sufficient condition for asymptotic stability of system (25.11) is the familiar requirement that the roots $\lambda_1$ and $\lambda_2$ of the characteristic equation

$$\det \begin{bmatrix} h_1 - \lambda & a \\ h_2 & b - \lambda \end{bmatrix} = 0$$

satisfy the inequality

$$\text{Re} \lambda_i < -\delta \quad (i = 1, 2).$$

The Routh-Hurwitz condition \cite[p. 231]{60a} that guarantees (25.13) is the set of inequalities

$$h_1 + b < -\gamma, \quad h_1 b - h_2 a > \gamma,$$

where $\gamma > 0$ is a suitable positive constant. Thus a solution of problem (b) for system (25.10) will be obtained if we find sufficient conditions for the asymptotic stability of the null solution $x = y = 0$ of this system under the conditions

$$f'(x) + b < -\gamma, \quad \frac{f_1(x)}{x} b - \frac{f_2(x)}{x} a > \gamma \quad \text{for } x \neq 0,$$

where $\gamma > 0$ is a certain positive constant.

**Theorem 25.1.** If conditions (25.15) are satisfied, the null solution $x = y = 0$ of system (25.10) is asymptotically stable for arbitrary initial perturbations.

**Proof.** We consider only the case $a \neq 0$, since in the case $a = 0$ the variables of system (25.10) are separated and the system can be integrated immediately. [If $a = 0$, condition (25.15) is not enough. We must require also that $f_2(x)$ lie between two linear functions, i.e., that $f_2(x)$ not grow too rapidly.]

We consider the function

$$v(x, y) = (bx - ay)^2 + 2\int_0^x (f_1(\xi)b - f_2(\xi)a) d\xi.$$

The function $v(x, y)$ is positive-definite and admits an infinitely small upper bound, since from (25.15) we obtain the relation

$$v(x, y) \geq (bx - ay)^2 + \gamma x^2.$$

If $x^2 + y^2 \to \infty$, inequality (25.17) shows that $v(x, y) \to \infty$ if our assumption $a \neq 0$ is satisfied. In other words, the function $v(x, y)$ admits an infinitely great lower bound for $x^2 + y^2 \to \infty$ (in the sense of definition 5.2, p. 29).

The value of the derivative $dv/dt$ along a trajectory of system (25.10) is as follows:

$$\frac{1}{2} \frac{dv}{dt} = [f_1(x) + b][f_1(x)b - f_2(x)a] \leq -\gamma x^2.$$

Thus the derivative $dv/dt$ is negative-semidefinite and has the value 0 only along the line $x = 0$. Moreover, since $dx/dt \neq 0$ for $y \neq 0$, condition (14.12)
is satisfied. Thus the function $v(x,y)$ satisfies the conditions of theorem 14.1, and theorem 25.1 is proved.

Theorem 14.1, which is used in the proof of theorem 25.1, was proved only under the condition that the functions $X_i$ (in this case $f_1$ and $f_2$) satisfy a Lipschitz condition. Thus theorem 25.1 is established only in this case. It can be shown, however, that theorem 14.1 remains valid in the more general case in which the functions $X_i$ are continuous, even if the system of equations (1.3) does not have a unique solution. Under these weaker assumptions, the proof of theorem 14.1 becomes more complicated (such a proof appears in the works of Barbašin [15] and Šimanov [170], where special applications of the function $v$, theorem 14.1, are given). Moreover, if the functions $f_1(x)$ and $f_2(x)$ are merely piecewise-continuous but satisfy conditions (25.15), it is possible to establish the asymptotic stability of the solution $x = y = 0$ for arbitrary initial perturbations $x_0$ and $y_0$ of system (25.10). For this, the method and result of section 17, p. 79, are sufficient.

The remaining ways in which two nonlinear functions can appear in a system of two equations are the following:

\[
\begin{align*}
(25.19) \quad \frac{dx}{dt} &= f_1(x) + ay, \quad \frac{dy}{dt} = bx + f_2(y); \\
(25.20) \quad \frac{dx}{dt} &= f_1(x) + f_2(y), \quad \frac{dy}{dt} = ax + by; \\
(25.21) \quad \frac{dx}{dt} &= ax + f_1(y), \quad \frac{dy}{dt} = f_2(x) + by.
\end{align*}
\]

Methods similar to those already expounded can be used [81], [83] to derive the following results, which we cite without proof.

If $f_1(x)$ and $f_2(x)$ are nonlinear and satisfy the conditions

\[
(25.22) \quad \frac{f_1(x)}{x} + \frac{f_2(y)}{y} < 0, \quad \frac{f_1(x)}{x} \frac{f_2(y)}{y} - ab > 0,
\]

the solution $x = y = 0$ of system (25.19) is asymptotically stable for arbitrary initial perturbations. Conditions (25.22) state that the Routh-Hurwitz conditions are formally satisfied [problem (a) has a positive solution]. The situation with system (25.21) is the same under the conditions

\[
(25.23) \quad a + b < 0, \quad ab - \frac{f_1(x)}{x} \frac{f_2(y)}{y} > 0 \quad \text{for } x, y \neq 0.
\]

For system (25.20) the situation is different. Indeed, the conditions

\[
(25.24) \quad \frac{f_1(x)}{x} + b < -\gamma, \quad \frac{f_1(x)}{x} b - \frac{f_2(y)}{y} a > \gamma,
\]

which correspond to the Routh-Hurwitz conditions for linear systems, are not sufficient conditions for asymptotic stability. This was established by an example in [83]. Thus problem (b) has a negative solution. A possible additional hypothesis, which together with (25.24) guarantees the global
asymptotic stability of the solution \( x = y = 0 \) of (25.20), is the following:

(25.25) The function \( f_i(x) + bx \) is a monotonically decreasing function of \( x \), or in particular \( f_i'(x) + b < 0 \).

In this case, the global asymptotic stability of system (25.20) can be established by use of the Lyapunov function

\[
v(x, y) = \frac{1}{2} (ax + by)^2 - a \int_0^y \left[ f_1 \left( \frac{-b}{a} \xi \right) - f_2' \xi \right] d\xi ,
\]

but we do not give a detailed proof of this assertion.

We now consider the nonlinear system

(25.26) \[
\begin{align*}
\frac{dx}{dt} &= X(x, y) , \\
\frac{dy}{dt} &= Y(x, y) .
\end{align*}
\]

This system is of general form. We assume that the functions \( X, Y \) are continuous and that the partial derivatives \( \frac{\partial X}{\partial x}, \frac{\partial Y}{\partial y} \) exist and are continuous for all \( x \) and \( y \). We also assume that the functions \( X, Y \) are differentiable for \( x = y = 0 \). We suppose further, as usual, that the relation \( X(0, 0) = Y(0, 0) = 0 \) is satisfied.

**Theorem 25.2.** The solution \( x = y = 0 \) of the system of equations (25.26) is asymptotically stable for arbitrary initial perturbations if the conditions

(25.27) \[
I(x^2 + y^2) \leq X^2(x, y) + Y^2(x, y) \text{ for all } x, y ,
\]

(25.28) \[
\frac{\partial X}{\partial x} + \frac{\partial Y}{\partial y} < -\beta \text{ for all } x, y
\]

are satisfied where \( I, \beta \) are positive constants.

**Proof.** First, we shall show that the condition

(25.29) \[
a_{11}a_{22} - a_{12}a_{21} > 0
\]

is satisfied, where

\[
a_{11} = \left( \frac{\partial X}{\partial x} \right)_0 , \quad a_{22} = \left( \frac{\partial Y}{\partial y} \right)_0 , \quad a_{12} = \left( \frac{\partial X}{\partial y} \right)_0 , \quad a_{21} = \left( \frac{\partial Y}{\partial x} \right)_0
\]

denote the partial derivatives evaluated at the point \( x = y = 0 \).

Indeed, since the functions \( X, Y \) are differentiable at the point \( x = y = 0 \), we can write

(25.30) \[
\begin{align*}
X(x, y) &= a_{11}x + a_{12}y + R_1(x, y) , \\
Y(x, y) &= a_{21}x + a_{22}y + R_2(x, y) ,
\end{align*}
\]

where the order of the functions \( R_1, R_2 \) exceeds 1 at the point \( x = y = 0 \). Suppose *per contra* that

(25.31) \[
a_{11}a_{22} - a_{12}a_{21} = 0 .
\]

Then we can write

(25.32) \[
X^2 + Y^2 = (cx + dy)^2 + Q(x, y) ,
\]
where \( c, d \) are constants, since by (25.31) the discriminant of the quadratic form 
\((a_{11}x + a_{12}y)^2 + (a_{21}x + a_{22}y)^2\) is zero.

The order of the function \( Q(x, y) \) in equation (25.32) exceeds 1 at the point \( x = y = 0 \). Therefore, inequality (25.27) cannot be satisfied if we move from the point \( x = y = 0 \) along the line \( cx + dy = 0 \). This contradiction establishes inequality (25.29).

Thus the linearized approximation

\[
\begin{align*}
\frac{dx}{dt} &= a_{11}x + a_{12}y, \\
\frac{dy}{dt} &= a_{21}x + a_{22}y
\end{align*}
\]

to the system (25.26) at the point \( x = y = 0 \) satisfies the Routh-Hurwitz conditions

\[a_{11} + a_{22} < -\gamma, \quad a_{11}a_{22} - a_{12}a_{21} > \gamma;\]

that is, the solution \( x = y = 0 \) of system (25.33) is asymptotically stable. The fundamental theorem of Lyapunov [114, p. 127] now shows that the null solution \( x = y = 0 \) of system (25.26) is asymptotically stable for sufficiently small perturbations \( x_0, y_0 \) of the initial conditions. It must be emphasized that this conclusion is reached without any estimate of the magnitude of the initial perturbation for which stability holds.

Now let us establish the fact that the region of attraction of the initial point around \( x = y = 0 \) includes the entire xy-plane. We assume the opposite, and plan to derive a contradiction.

By a theorem of Erugin [49], the boundary of the region of attraction around the point \( x = y = 0 \) for asymptotic stability consists of complete trajectories of system (25.26). The part of this boundary contained in a circle of sufficiently large radius is a compact set, since each of the trajectories that compose the boundary is a closed set and so is their union. Thus, according to our assumption, we can mark a point \( x_0, y_0 \) lying on the boundary of the region of attraction and nearest to the origin.

We consider the trajectory \( x(x_0, y_0, t), y(x_0, y_0, t) \). By inequality (25.27), the point \((x_0, y_0)\) is not a singular point of the system (25.26). In fact, by (25.27), system (25.26) has no singular points except for the origin \( x = y = 0 \). Therefore, \( x_0, y_0 \) is the point on the trajectory \( x(x_0, y_0, t), y(x_0, y_0, t) \) nearest to the origin, since the direction of the trajectory, the vector

\[
(X(x_0, y_0), \; Y(x_0, y_0)),
\]

is perpendicular to the radius vector to the point \( x_0, y_0 \).

Let us show that the trajectory \( x(x_0, y_0, t), y(x_0, y_0, t) \) cannot remain in a bounded portion of the xy-plane for all time \( t \geq 0 \). By the \( \omega \)-limit set of a trajectory, we mean the set of limit points of all possible subsequences of the form

\[
x(x_0, y_0, t_k), \; y(x_0, y_0, t_k), \; t_k \to \infty.
\]

It is clear that a boundary half-trajectory \( x(x_0, y_0, t), \; y(x_0, y_0, t), \; 0 \leq t < \infty \), must have a bounded nonempty \( \omega \)-limit set. The book [39, p.
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390] offers a proof that the \( \omega \)-limit set of a given trajectory \( x(t), y(t) \) consists of entire trajectories; more generally, it is shown in the same work (p. 391) that the set of trajectories consisting of the bounded \( \omega \)-limit sets in the plane must be either singular points of the system or isolated trajectories. System (25.26) has no singular point except for the point \( x = y = 0 \). Neither can the system have an isolated trajectory. Indeed, suppose \( \Gamma \) is such an isolated trajectory, and \( D \) the region bounded by the contour \( \Gamma \). Then Green's Formula gives the following result:

\[
\oint_{\Gamma} (Xdy - Ydx) = \iint_{(D)} \left( \frac{\partial X}{\partial x} + \frac{\partial Y}{\partial y} \right) dxdy = 0.
\]

But this contradicts hypothesis (25.28). Hence a boundary trajectory cannot be bounded for all time \( t \geq 0 \).

Now let us suppose that the trajectory \( x(x_0, y_0, t), y(x_0, y_0, t) \) has points lying at an arbitrary distance from the origin. Let \( R \) be an arbitrary positive number.

By assumption, we can find a point \( x(x_0, y_0, t), y(x_0, y_0, t) \) lying outside the circle

\[(25.34) \quad x^2 + y^2 \leq R.\]

The solutions of (25.26) depend continuously on the initial values. Hence there is a value \( \xi, 0 < \xi < 1 \), such that if \( x_1 = \xi x_0, y_1 = \xi y_0 \), the trajectory \( x(x_1, y_1, t), y(x_1, y_1, t) \) also contains a point \( x(x_1, y_1, t_1), y(x_1, y_1, t_1) \) lying outside the circle (25.34). Now \( x(x_1, y_1, t) \to 0, y(x_1, y_1, t) \to 0 \) for \( t \to \infty \), since the point \( x_1, y_1 \) lies closer to the origin than the point \( x_0, y_0 \). Thus the point \( x_1, y_1 \) lies in the region of attraction of the point \( x = y = 0 \).

We now consider the trajectories

\[(25.34a) \quad x^*(x(x_1, y_1, t_1), y(x_1, y_1, t_1), t), \quad y^*(x(x_1, y_1, t_1), y(x_1, y_1, t_1), t)\]

of the auxiliary system

\[(25.35) \quad \frac{dx^*}{dt} = -Y(x^*, y^*), \quad \frac{dy^*}{dt} = X(x^*, y^*).\]

It is clear that the trajectories of system (25.35) are orthogonal to the trajectories of system (25.26). Let us consider the half-trajectory

\[x^*(x(x_1, y_1, t_1), y(x_1, y_1, t_1), t), \quad y^*(x(x_1, y_1, t_1), y(x_1, y_1, t_1), t)\]

lying in the region bounded by the ray \( x = \xi x_0, y = \xi y_0 (0 \leq \xi \leq t_1) \) to the point \( (x_1, y_1) \) and the half-trajectory \( x(x_1, y_1, t), y(x_1, y_1, t) \) for \( 0 \leq t < \infty \). This half-trajectory of system (25.35) cannot leave this region if \( x^2 + y^2 \geq x_0^2 + y_0^2 = r_0^2 \). If it did so, it would have to intersect the trajectory \( x(x_1, y_1, t), y(x_1, y_1, t) \) for the first time for some \( t > 0 \). But this is clearly impossible, since each trajectory of system (25.26) intersects the trajectories of system (25.35) in the same direction. On the other hand, the half-trajectory above in question cannot lie entirely in this region for \( x^2 + y^2 \geq r_0^2 \), since this region contains no singular point or isolated trajectory of system (25.35). The fact
that singular points of system (25.35) are absent is shown by relation (25.27). If there were an isolated trajectory in the region $x^2 + y^2 \geq r_0^2 > 0$, then, since every trajectory of the system (25.26) would cut a trajectory of the system (25.35) in the same direction, the Poincaré index of the region bounded by this trajectory would be different from 0 [138, pp. 133-39]. Therefore the interior of such an isolated trajectory would have to contain a singular point of system (25.26), which is impossible [138]. The orthogonal trajectory (25.34a) must therefore contain a point $x_2, y_2$ such that the relation $x_2^2 + y_2^2 = r_0^2$ holds. (See Fig. 5.)
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The shaded region in the figure is bounded by a segment of the trajectory $x(x_1, y_1, t), y(x_1, y_1, t)$ for $0 \leq t \leq t_1$; a segment of the orthogonal trajectory (25.34a); a segment of the trajectory $x(x_2, y_2, t), y(x_2, y_2, t)$ of system (25.26) for $t_3 \leq t < 0$; and a segment of the line $x = \xi x_0, y = \xi y_0$. Here $t_3$ is defined by the relations $x_3 = x(x_2, y_2, t_3), y_3 = y(x_2, y_2, t_3)$. Let the contour of this region be called $\Gamma$. The value of the integral

\[(25.36) \quad \oint_{\Gamma} Xdy - Ydx\]

is found by Green's Formula to be

\[\oint_{\Gamma} Xdy - Ydx = \iint_D \left( \frac{\partial X}{\partial x} + \frac{\partial Y}{\partial y} \right) dxdy,\]

where $D$ is the simply connected region bounded by $\Gamma$. Condition (25.28)
shows that this value is negative. On the other hand, the value of the integral (25.36) can be computed directly. Along a trajectory of system (25.26), the value of the integral is 0. For the straight-line segment \((x_1, y_1)-(x_3, y_3)\) the Schwartz inequality yields the estimate

\[
\left| \int (Ydx - Xdy) \right| < r_0 \max [\sqrt{X^2 + Y^2}] = N ,
\]

the maximum being computed over values of \(x, y\) for which \(x^2 + y^2 = r_0^2\). By relation (25.27), the integral along the arc of the orthogonal trajectory satisfies the estimate

\[
\int_{x^*}^{y^*} Xdy - Ydx \geq \int_{r_0}^{R} l \, r \, dr > \frac{I}{2} (R^2 - r_0^2).
\]

Gathering together all these estimates, we reach the conclusion that the integral (25.36) satisfies the estimate

\[
\int_{\gamma} Xdy - Ydx \geq \frac{I}{2} (R^2 - r_0^2) - N.
\]

Thus, since we have already shown that the integral must have a negative value, it follows from relation (25.39) that \(R\) is restricted by the inequality

\[
R \leq \sqrt{r_0^2 + \frac{2N}{I}}.
\]

But \(R\) was an arbitrarily large positive number, so the supposition that the region of attraction does not contain the entire \(xy\)-plane has led to a contradiction. The theorem is proved.

As a complement to the above proof, observe that if the initial value satisfies the inequality \(x_0^2 + y_0^2 \leq r_0^2\), then the value of the departure \([x^2(t) + y^2(t)]^{1/2}\) along the trajectory \(x(x_0, y_0, t), y(x_0, y_0, t)\) is maximal for some \(t \geq 0\). Therefore, a sufficient condition for the null solution \(x = y = 0\) of system (25.27) to be asymptotically stable for initial perturbations \(x_0, y_0\) satisfying \(x_0^2 + y_0^2 \leq r_0^2\) is that conditions (25.27) and (25.28) of the theorem be satisfied in the region \(x^2 + y^2 \leq R^2\), where \(R\) satisfies inequality (25.40).

Now we return to system (25.21). Note that the first condition of (25.23) is simply relation (25.28). We shall show that condition (25.27) is a consequence of the second relation of (25.23) if we suppose in addition that \(h_1 = f_1(y)/y\) and \(h_2 = f_2(x)/x\) are bounded. Consider the system of equations

\[
\xi = ax + h_1 y, \quad \eta = h_2 x + by.
\]

Solving this system for \(x\) and \(y\), we obtain

\[
x = \frac{\xi b - h_2 \eta}{ab - h_1 h_2}, \quad y = \frac{a \eta - \xi h_2}{ab - h_1 h_2}.
\]

Thus relation (25.23) shows that

\[
(x^2 + y^2)^{3/2} = \alpha_1 \xi^2 + \alpha_2 \xi \eta + \alpha_3 \eta^2 \leq P(\xi^2 + \eta^2) = P(X^2 + Y^2).
\]

This establishes our assertion.
Corollary 25.2. The null solution \( x = y = 0 \) of system (25.21) is asymptotically stable for arbitrary initial perturbations if the following conditions are satisfied:

(i) \( a + b < 0 \), \( ab - \frac{f_1(x)}{x} \frac{f_2(y)}{y} > 0 \);

(ii) the functions \( h_1 = f_1(x)/x, h_2 = f_2(y)/y \) are bounded for all \( x, y \neq 0 \);

(iii) the limits \( h_1(0) = f'_1(0), h_2(0) = f'_2(0) \) exist.*

Mangasarian [126a] has proved a theorem concerning global asymptotic stability of system (1.3) under very weak hypotheses. He supposes only that the \( X_i(x, t) \) are continuous at \( t = 0, 0 \leq t < \infty \), that every solution germ can be indefinitely prolonged, and that for all \( t \) the scalar function

\[
x_1 X_1(x, t) + \cdots + x_n X_n(x, t)
\]

is everywhere a strictly concave function of the variables \( x_1, \cdots, x_n \), and that this same scalar function has for \( x \neq 0 \) a negative upper limit when \( t \to \infty \). To establish this result, he uses the Lyapunov function \( \frac{1}{2} x^T x = \frac{1}{2} \sum_{i=1}^{n} a_{ij} \eta_j + h_i f(\sigma) \), \( \sigma = \sum_{i=1}^{n} \beta_i \eta_i = \cdots = \eta_n = 0 \) exists.*

Lur'e [113], Malkin [120], Letov [108]-[110], Spasskii [174], and many others have stated the stability problem for regulators (servomechanisms) in a somewhat different formulation from that of Aizerman. We shall next give an account of their work and some applications of their method of constructing a Lyapunov function \( v \) in the form of the sum of a positive-definite quadratic form and an integral \( \int_0^\sigma f(\sigma) \, d\sigma \).

To illustrate the method, we shall construct a Lyapunov function in a form described in the work of Malkin and Lur'e. The construction of the function \( v \) in Lur'e's form has been discussed from a very general point of view by Yakubovič [189], [190], who has given some invariant criteria for the possibility of constructing such a Lyapunov function, and has also given a uniform method for constructing it. We consider the system

\[
\frac{d\eta_i}{dt} = \sum_{j=1}^{n} a_{ij} \eta_j + h_i f(\sigma), \quad \sigma = \beta_1 \eta_1 + \cdots + \beta_n \eta_n \quad (i = 1, \cdots, n),
\]

where \( a_{ij}, h_i, \) and \( \beta_i \) are constants, and \( f(\sigma) \) is a continuous function** satisfying the relation

\[\sigma f(\sigma) > 0 \quad (\sigma \neq 0).\]

Lur'e's formulation [113] was designed to determine conditions under which the solution \( \eta_1 = \cdots = \eta_n = 0 \) is stable for arbitrary initial perturbations

* The conditions of corollary 25.2 are somewhat weaker than conditions (25.23), the conditions initially introduced on p. 113 as being sufficient for the stability of system (25.21).

** In singular cases, the function \( f(\sigma) \) can also have finite discontinuities (see, for example, [109]). Our arguments include this case, if we use the remark of section 17, pp. 77-79.
and for arbitrary choice of the function $f(\sigma)$ subject to condition (25.42). To solve this problem, Lur’e made use of a special transformation of the equation and gave a method for constructing a Lyapunov function. Here we give a method expounded by Malkin [120], following Lur’e’s ideas.

We define $r$ by

$$r = -\sum_{j=1}^{n}\beta_{j}h_{j};$$

let us further suppose that $r > 0$, and that the roots of the determinantal equation

$$\det [a_{ik} - \rho \delta_{ik}]^{n} = 0$$

have negative real part.* We construct a negative-definite quadratic form

$$w(\eta_{1}, \cdots, \eta_{n}) = -\frac{1}{2} \sum_{i,j=1}^{n} A_{ij}\eta_{i}\eta_{j}$$

$$= -\alpha_{11}\eta_{1}^{2} + (\alpha_{21}\eta_{1} + \alpha_{22}\eta_{2})^{2} + \cdots + (\alpha_{n1}\eta_{1} + \cdots + \alpha_{nn}\eta_{n})^{2}$$

and choose the positive-definite form

$$F(\eta_{1}, \cdots, \eta_{n}) = \sum_{i,j=1}^{n} B_{ij}x_{i}x_{j}$$

to satisfy the relation

$$\sum_{i=1}^{n} \frac{\partial F}{\partial \eta_{i}}(a_{ii}\eta_{1} + \cdots + a_{in}\eta_{n}) = w(\eta_{1}, \cdots, \eta_{n}).$$

We consider the function

$$\psi(\eta_{1}, \cdots, \eta_{n}) = \int_{0}^{\sigma} f(\sigma) d\sigma + F(\eta_{1}, \cdots, \eta_{n}).$$

The calculation of the value of $dv/dt$ along a trajectory of system (25.48) is as follows:

$$\frac{dv}{dt} = w(\eta_{1}, \cdots, \eta_{n}) + rf^{2}(\sigma) - f(\sigma) \sum_{i=1}^{n} \left(h_{i} \frac{\partial F}{\partial \eta_{i}} + \beta_{i} \sum_{j=1}^{n} a_{ij}\eta_{j}\right).$$

The conditions of theorem 5.2 will be satisfied throughout the entire space $-\infty < \eta_{i} < \infty$, $i = 1, \cdots, n$, if the quadratic form in the arguments $\eta_{1}, \cdots, \eta_{n}$, $f(\sigma)$ in the right member of (25.49) is negative-definite. A sufficient condition for this is Sylvester’s condition, which takes the form

$$D_{1} = A_{11} > 0, \quad D_{2} = \det \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix} > 0, \quad \cdots,$$

$$D_{n} = \det \begin{bmatrix} A_{11} & A_{12} & \cdots & A_{1n} \\ \cdots & \cdots & \cdots & \cdots \\ A_{n1} & A_{n2} & \cdots & A_{nn} \end{bmatrix} > 0,$$

and

* Malkin [120] also considered the cases in which equation (25.44) has one or two zero roots.
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(25.51) \[ D_{n+1} = \det \begin{bmatrix} A_{11} \cdots A_{1n} & P_1 \\ A_{21} \cdots A_{2n} & P_2 \\ \vdots & \vdots \\ A_{n1} \cdots A_{nn} & P_n \\ P_1 \cdots P_n & r \end{bmatrix} > 0 , \]

where

(25.52) \[ P_i = -\sum_{j=1}^{n} (\beta_j a_{ji} + h_j B_{ji}) \quad (i = 1, \cdots, n) . \]

Inequalities (25.50) are automatically satisfied, since \( w \) was taken to be a negative-definite form. Thus the null solution \( \eta_1 = \cdots = \eta_n = 0 \) of system (25.41) will be asymptotically stable for all perturbations and for arbitrary \( f(\sigma) \) satisfying condition (25.42), provided that condition (25.51) is satisfied.

The physical system is describable by a set of parameters \( a_{jk} \), and the generality embodied by these parameters is reflected in the appearance of the parameters \( B_{ij} \) in the relation (25.52) which describes the regulatory system.

At this point, we mention certain results obtained by Yakubovič. A matrix formulation of his results is convenient. Capital Roman letters denote matrices; boldface lower-case letters denote vectors; Greek letters denote scalar quantities. In addition, the symbol \( t \) denotes the time, \( n \) the order of the vectors and matrices, \( V \) a Lyapunov function, and \( dV/dt = -W \) its total derivative. The symbol * denotes the operation of transposition. The symbol \( (a, b) \) denotes the scalar product, and the symbol \( (Hx, x) \) denotes a quadratic form in the arguments \( x_1, \cdots, x_n \): \( (Hx, x) = x^*Hx \).

Using this notation, we can write the system of differential equations under consideration in the form

\[
\frac{dx}{dt} = Ax + a(\sigma) , \quad \frac{dz}{dt} = (b, x) - \rho \phi(\sigma) ,
\]

where \( \rho > 0 \). The function \( \phi(\sigma) \), the characteristic of the servomotor, is supposed to be continuous and to satisfy the conditions

\[ \phi(0) = 0 , \quad \sigma \phi(\sigma) > 0 \text{ if } \sigma \neq 0 . \]

We also suppose, as we did above, that all the roots of the characteristic equation of the system \( \det [A - \lambda B] = 0 \) have negative real part. This requirement corresponds to the formulation of Lur’ë’s problem, in which we assumed that the solution \( x = 0, \sigma = 0 \) was globally stable, i.e., stable, for arbitrary initial perturbations.

Now we shall repeat the construction of the Lyapunov function \( V \) in matrix notation. This formulation is extremely compact, and its form is invariant. The formula for the Lyapunov function \( V \) is

\[ V = (Hx, x) + \int_0^{\sigma} \phi(\sigma) d\sigma , \quad H^* = H . \]

The total derivative \( dV/dt \) of this function has the form
\[ \frac{dV}{dt} = -W = -(x^*Gx + 2g^*x + \gamma), \]

where \(-G = A^*H + HA, -g = -(Ha + \frac{1}{2}b)\varphi, \gamma = \rho\varphi^2.\) We remark that whenever we are discussing global stability (that is, stability for arbitrarily great initial perturbations), the conditions \(V > 0, W > 0\) for \(|\sigma| + ||x|| \neq 0\) guarantee the result without the additional requirement that the function \(V\) admit an infinitely great lower bound. (See theorem 5.2.) This assertion is proved by Yakubovič [189], [190]. Thus, to obtain a condition for stability it is desirable to discover under what circumstances the inequalities \(V > 0, W > 0\) are actually satisfied for \(||x|| + |\sigma| \neq 0.\) Moreover, by Lyapunov's theorem [114], it is easy to see that the inequality \(V > 0\) follows from the inequality \(W > 0.\) A necessary and sufficient condition for the inequality \(W > 0\) to be satisfied is that the relation

\[ \gamma G - gg^* = \frac{1}{2}\rho\varphi^2G > 0 \]

hold. Following Yakubovič, we write \(G > 0\) if \(G\) is positive-definite, \((Gz, z) > 0\) for \(z \neq 0.\) We now write inequality (25.53) explicitly, and we obtain the following quadratic inequality for the matrix \(H:\)

\[ -\rho(A^*H + HA) - (Ha + \frac{1}{2}b)(Ha + \frac{1}{2}b)^* = \frac{1}{2}\rho G > 0. \]

Thus a sufficient condition for global stability is that equation (25.54) be valid for some matrix \(G > 0\) that can arise; for this it is sufficient that there should be a symmetric matrix \(H\) for which the matrix \(G\) of (25.54) is positive-definite. A convenient formulation of this condition can be given by inventing a linear operator \(Y = R(X)\) defined by the formula \(A^*Y + YA = -X.\) We also write \(-u = Ha + \frac{1}{2}b.\) Thus we obtain the relations

\[ A^*Y + YA = -X, \]

\[ -u = Ha + \frac{1}{2}b, \]

\[ \rho H = R(u, u^*) + \frac{1}{2}\rho R(G), \]

and

\[ R(u, u^*)a + \rho u + \frac{1}{2}\rho(b + c) = 0, \]

where \(c = R(G)a.\) If the quadratic vector equation (25.56) has a real solution, then the matrix \(H > 0\) can be obtained from equation (25.55), and it will satisfy inequality (25.54). Equation (25.56) can in its turn be written in the form

\[ A^*U + UA = -uu^*, \]

\[ Ua + \rho u + \frac{1}{2}\rho(b + c) = 0, \]

where the vector \(c\) is defined by the equations

\[ A^*T + TA = -G < 0, \]

\[ c = Ta. \]

Equation (25.56) is the indicial equation for (b) in equation (25.57). If (25.56) has a real solution \(u\) for some fortunate choice of the vector \(c\) defined by
formula (25.58), where $G > 0$ can be an arbitrary positive-definite symmetric matrix, then the trivial solution $x = \sigma = 0$ of the system under consideration is globally stable.

It should be emphasized that all calculations needed to discuss the stability of the system can be carried out in a finite number of steps. The details are as follows. We take $c = 0$ in equations (25.56) and (25.57) and try to solve these equations not only when $b$ is the given vector but also for all choices of $b$ sufficiently close to the given vector. This amounts to taking $G = \varepsilon E$, where $\varepsilon > 0$ is a sufficiently small number. We write out equations (25.56) and (25.57) and obtain a system of algebraic equations that can be solved in real numbers and that give conditions for global asymptotic stability. Furthermore, if we suppose that the matrix $A$ can be reduced to diagonal form, then we obtain a solution of the equations in the form given by Lur’ë [113].

26. Singular Cases

In this section we discuss the method used in the preceding section for constructing a Lyapunov function $V$ in a singular case. We consider the system of equations

$$\frac{dx_i}{dt} = X_i(x_1, \ldots, x_{n+1}) \quad (i = 1, \ldots, n + 1),$$

where the $X_i$ are continuous differentiable functions in some neighborhood of the point $x_1 = \cdots = x_{n+1} = 0$. Lyapunov [114, p. 299] used the term singular for the case in which the characteristic equation

$$\det \begin{bmatrix} a_{11} - \lambda & \cdots & a_{1,n+1} \\ \vdots & \ddots & \vdots \\ a_{n+1,1} & \cdots & a_{n+1,n+1} - \lambda \end{bmatrix} = 0$$

of the linearized system

$$\frac{dx_i}{dt} = a_{i1}x_1 + \cdots + a_{i,n+1}x_{n+1}$$

has roots $\lambda_i$ with vanishing real part, but has no root $\lambda_j$ with positive real part.

We know, moreover, that it is impossible to make an assertion about the stability or instability of the null solution $x = 0$ of system (26.1) if we consider only the first-order approximation (26.3) to the trajectories. To investigate the singular case it is therefore necessary to have a criterion that applies essentially to nonlinear systems which undergo large initial perturbations. Simple linearization is not a sufficient tool.

Here we indicate one criterion for asymptotic stability or instability in the singular case, when one of the roots is zero. This criterion is a broader
one than the classical criterion of Lyapunov [114, p. 301] and similar
criteria of Malkin [118], [124], Kamenkov [76], and others who supposed
that the right members of the equations of perturbed motion are holomorphic
functions. Indeed, this criterion can be used when \(X_i(x_1, \ldots, x_{n+1})\) are not
necessarily analytic functions.

We now return to system (26.1). Suppose that the characteristic equation
(26.2) of the linearized system has a single zero root and \(n\) roots with
negative real part. Lyapunov [114] solved the problem of the stability of the
null solution \(x_1 = \ldots = x_{n+1} = 0\) when the functions \(X_i\) are holomorphic.
Vedrov [180] generalized Lyapunov's results to the case in which the func-
tions \(X_i\) are supposed only to be differentiable in some neighborhood of the
origin \(x = 0\). The following theorem is still more general.

**Theorem 26.1.** Suppose that all the roots of the determinantal equation
(26.4) \[
\det \left[ \frac{\partial X_i}{\partial x_j} - \lambda \delta_{ij} \right]_{i=1}^{n+1} = 0
\]
which depends on \(x\) have negative real part in some neighborhood of the origin,
\(\|x\| \neq 0\). Suppose further that equation (26.2) has a single zero root. Then
the null solution \(x = 0\) of the system (26.1) is asymptotically stable. Similarly,
if in every small neighborhood of the origin equation (26.4) has a root with
positive real part, then the null solution \(x = 0\) is unstable.

This theorem was proved by the author in [86]. A corresponding theorem
has been established recently by Vinograd [182] and the author [82] for a
system of two equations, but encompassing more general criteria.

Without giving the details of the proof of theorem 26.1, we indicate the
kernel of the proof, the method of constructing the appropriate Lyapunov
function \(V\). The main idea was explained in the beginning of the chapter:
we insert parameters and determine what values they should have so that
the corresponding function is a Lyapunov function.

The author showed in [86] that equation (26.1) can be brought into the
following form by a coordinate transformation:
\[
\frac{dx}{dt} = \varphi(x) + \rho_1(x, z_1, \ldots, z_n)z_1 + \cdots + \rho_n(x, z_1, \ldots, z_n)z_n,
\]
(26.5)
\[
\frac{d\mathfrak{z}_i}{dt} = [\rho_{ii} + q_{ii}(x, z_1, \ldots, z_n)]z_1 + \cdots
+ [\rho_{in} + q_{in}(x, z_1, \ldots, z_n)]z_n + q_i(x, z_1, \ldots, z_n)\varphi(x)
\]
\((\rho_{ij} = \text{const.}; i = 1, \ldots, n)\).

Here the functions \(q_{ij}, \rho_i, q_i\) approach zero as the corresponding arguments
approach the origin. Moreover, the roots of the equation
(26.6) \[
\det [\rho_{ij} - \lambda \delta_{ij}] = 0
\]
have negative real part. If the roots of equation (26.4) have negative real
part, the inequality
(26.7) \[
x \varphi(x) < 0
\]
will hold for \(|x| < \delta, x \neq 0\). On the other hand, if equation (26.4) has a
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(26.8) \[ x \varphi(x) > 0 \]

will hold for \(|x| < \delta, x \neq 0\), where \(\delta > 0\) is a sufficiently small constant.

By Lyapunov’s theorem [114, p. 276], there exists a positive-definite quadratic form in the arguments \(z_1, \cdots, z_n\):

\[ w(z) = \sum_{i,j=1}^{n} b_{ij}z_iz_j \]

such that the relation

(26.9) \[ \sum_{j=1}^{n} \frac{\partial w}{\partial z_j} \left( \sum_{i=1}^{n} p_{ji}z_i \right) = -\sum_{i=1}^{n} z_i^2 \]

is satisfied.

Consider the function

(26.10) \[ v(x, z) = -\int_{0}^{x} \varphi(\xi) \, d\xi + w(z) \, . \]

The total derivative \(dv/dt\) along a trajectory of (26.1) [that is, along a trajectory of (26.5)] can be written in the form

\[ \frac{dv}{dt} = \varphi^2(x) \sum_{i=1}^{n} p_{i}z_i \varphi(x) + \sum_{i=1}^{n} \frac{\partial w}{\partial z_i} \left( \sum_{j=1}^{n} p_{ij}z_j \right) + \sum_{i=1}^{n} \frac{\partial w}{\partial z_i} \left( \sum_{j=1}^{n} q_{ij}z_j \right) + \sum_{i=1}^{n} \frac{\partial w}{\partial z_i} q_i \varphi(x) \, . \]

In a sufficiently small neighborhood of the origin \(x = 0\), the functions \(p_i, q_i, q_{ij}\) are small. Thus (26.9) shows that the derivative \(dv/dt\) is a negative-definite function. If (26.7) holds, the function \(v(x, z)\) is itself a positive-definite function. Thus the conditions of Lyapunov’s theorem on asymptotic stability [114] are satisfied. If (26.8) holds, the function \(v(x, z)\) satisfies the conditions of Četaev’s theorem on instability [36, p. 34]. Thus the theorem is proved.

We mention one consequence of theorem 26.1. Consider the equation

(26.11) \[ \frac{d^n x}{dt^n} = X \left( x, \frac{dx}{dt}, \cdots, \frac{d^{n-1} x}{dt^{n-1}} \right) \, . \]

Suppose the characteristic equation of the first-order approximation to this equation has one zero root and \(n\) roots with negative real part. Set \(y_k = d^k x/dt^k\). A sufficient condition for the solution \(x = y_1 = \cdots = y_n = 0\) of equation (26.11) to be asymptotically stable is that the inequality

(26.12) \[ \frac{\partial X}{\partial x} < 0 \quad \text{for } x \neq 0 \]

should hold in some neighborhood of the point \(x = y_1 = \cdots = y_n = 0\). This is really a special case of theorem 26.1. We verify this by checking the Routh-Hurwitz inequalities [36] for the coefficients of equation (26.4) in the special case (26.11).
27. Preliminary Remarks

In this chapter and the next, we shall consider the problem of stability for differential equations with delay in the time \( t \). These equations are important for their potential applications to the theory of automatic regulators or servomechanisms. First, we define the general form of an equation with time delay, following Myškis [136], who called such equations "equations with a past history." We consider the equations

\[
\frac{dx_i}{dt} = X_i(x_i(t + \phi), \ldots, x_n(t + \phi), t) \quad (i = 1, \ldots, n),
\]

where the right-hand members \( X_i(x_i(\phi), \ldots, x_n(\phi), t) \) are functionals defined for piecewise-continuous functions \( x_i(\phi) \) of the argument \( \phi \), which is restricted to the interval \(-h \leq \phi \leq 0\), where \( h \) is a positive constant \((h > 0)\).

In equation (27.1) the rate of change of the variable \( x_i(t) \) is determined by the values of these variables (that is, by their behavior at some previous moments of time, i.e., for \( t + \phi, -h \leq \phi \leq 0 \)). We shall always assume (unless the contrary is stated) that a function of the argument \( \phi \) is considered for the values \(-h \leq \phi \leq 0\). To determine the derivative \( dx_i/dt \) at a given moment of time, it is necessary to know the values of the functions \( x_i(t + \phi) \) \((i = 1, \ldots, n)\) which describe the behavior of the system at those previous moments of time that are involved in the functional \( X_i \). The numerical value of this functional then gives the value of the derivative \( dx_i/dt \) at the moment \( t \). A special case of equation (27.1) is equation (27.2), involving time delay:

\[
\frac{dx_i}{dt} = X_i(x_i(t - h(t)), \ldots, x_n(t - h(t)), t) \quad (i = 1, \ldots, n),
\]

where the derivative \( dx_i/dt \) is determined by the value of the function \( x_i(t) \) at the preceding moment of time \( t - h(t) \). (Here \( X_i \) is an ordinary function of the numerical vector-argument \( x_1, \ldots, x_n \).) It is also acceptable that each function \( x_j \) appear in \( X_i \) with its individual delay \( h_j(t) \) or even with several time delays.

Another common form of equation (27.1) is
\[
\frac{dx_i}{dt} = X_i(\theta_1, \cdots, \theta_k, t) \quad (i = 1, \cdots, n),
\]

where \( X_i \) is a function of the numerical vector \( \{\theta_1, \cdots, \theta_k\} \), and \( \theta_1, \cdots, \theta_k \) are functions of the form

\[
\theta_j = \int_{t-h}^{t} f_j(x_j(\varphi)) \, d\varphi, 
\]

and so on. For \( h = 0 \), (27.1) reduces to an ordinary differential equation.

In the following sections we shall often be concerned with a function space \( \{x_i(\varphi)\} \) \((-h \leq \varphi \leq 0, \ i = 1, \cdots, n\)\). For this we need certain notations. We shall not specify ahead of time which one of the standard spaces \( (C, L, L_2, \text{etc.}) \) we are considering, and for purposes of illustration shall select the one that is convenient for the problems we are considering.

Let us use the following notation:

\[
\| x \|^{(h)} = \sup (|x_i(\varphi)| \text{ for } -h \leq \varphi \leq 0, \ i = 1, \cdots, n),
\]

\[
\| x \|_2^{(h)} = \left( \sum_{i=1}^{n} x_j^2(\varphi) \right)^{1/2}.
\]

We shall reserve the symbols \( \| x \| \) and \( \| x \|_2 \) without the superior index \( (h) \) to denote the norms of the numerical-valued vector \( \{x_i\} \), which we have already defined (see p. 2). As a rule, we shall be concerned with metrics defined by the norm given in (27.5). We assume further that the functional \( X_i \) is defined for

\[
\| x \|^{(h)} < H, \quad t \geq 0,
\]

where \( H \) is a fixed constant (or perhaps \( H = \infty \)), and that \( X_i \) satisfies the following conditions:

1. The functional \( X_i \) is piecewise-continuous in region (27.7).
2. There is a sequence of numbers \( t_k (k = 0, 1, 2, \cdots) \) such that in every region

\[
\| x(\varphi) \|^{(h)} < H, \quad t_k \leq t < t_{k+1}
\]

\( X_i \) is continuous in \( t \).

3. The definition of \( X_i \) can be continuously extended (that is, the extended definition of \( X_i \) preserves the continuity property) into every region \( \| x \|^n < H, \ t_k \leq t \leq t_{k+1} \) in such a way that for every \( t^* \in [t_k, t_{k+1}] \) and for every continuous function \( x_i^*(\varphi), i = 1, \cdots, n \), for every positive number \( \varepsilon > 0 \) we can find a positive number \( \delta > 0 \) such that the inequalities

\[
| X_i(x^*_1(\varphi), \cdots, x^*_n(\varphi), t^*) - X_i(x^*_1(\varphi), \cdots, x^*_n(\varphi), t) | < \varepsilon \quad (i = 1, \cdots, n)
\]

hold whenever \( |t^* - t| < \delta \) and \( t \in [t_k, t_{k+1}] \). Because the functional \( X_i \) may have discontinuities at particular moments of time \( t_k \), and for certain other reasons, which will become clear on pp. 129 and 144, we require only

* It will usually be assumed that \( X_i(x(\varphi), t) = 0 \) on the entire arc \( x_j(\varphi) \equiv 0; i = 1, \cdots, n; j = 1, \cdots, n; -h \leq \varphi \leq 0. \)
that \( \frac{dx_j}{dt} \) in equation (27.1) exist as the right-hand derivative of \( x_i \) with respect to the variable \( t \).

(4) The functional \( X_i \) satisfies a Lipschitz condition with respect to \( x_j(\theta) \), uniformly with respect to \( t \), that is,

\[
|X_i(x'_1(\theta), \ldots, x'_n(\theta), t) - X_i(x'_1(\theta), \ldots, x'_n(\theta), t)| < L \|x'' - x'\|^{(h)} \quad (L = \text{const.}; i = 1, \ldots, n).
\]

Let us now see when the system (27.1) of equations with time delay admits a solution. Let there be given a certain moment of time \( t = t_0 \geq 0 \), and the piecewise-continuous functions

\[
x_0(\theta_0) \equiv \{x_{i0}(\theta_0)\} \quad (i = 1, \ldots, n; -h \leq \theta_0 \leq 0);
\]

we call the functions \( x_i(t) \equiv \{x_i(t)\} \) a solution if they are continuous for \( t \geq t_0 \) and satisfy the condition

\[
\lim_{t \to +0} \left( \frac{x_i(t + \Delta t) - x_i(t)}{\Delta t} \right) = X_i(x_i(t + \theta), \ldots, x_n(t + \theta), t),
\]

provided that for \( t + \theta \leq t_0 \) we have \( x_i(t + \theta) = x_{i0}(\theta_0), \theta_0 = t + \theta - t_0 \).

To emphasize the dependence of \( x(t) \) on the initial curve and the initial value of \( t \), we shall denote \( x(t) \) by \( x(x_{i0}(\theta_0), t_0, t) \).

Under the conditions imposed on the functional \( X_i \), the existence of a solution (in the sense of the above definition) can be proved for every piecewise-continuous initial curve \( x_0(\theta_0) \) for \( t \geq t_0 \). Moreover, just as for ordinary differential equations, the solution can be continued to all values of \( t \geq t_0 \) for which the curve \( x(x_0(\theta_0), t_0, t) \) lies in region (27.7).

We cannot present a proof of this assertion here, since it depends on the general method of successive approximations. (Proofs of theorems of this kind are contained in general works, for instance [39] and [138].) Here we reduce the proof to an auxiliary inequality, which we shall often use later.

**Lemma 27.1.** Let \( t = t_0 \geq 0 \) be a fixed, positive value of the time \( t \) and let the initial curves \( \{x_{i0}(\theta_0)\}, \{x^*_0(\theta_0)\} \) satisfy the conditions

\[
\|x_0(\theta_0)\|^{(h)} < H, \quad \|x^*_0(\theta_0)\|^{(h)} < H.
\]

For all values of \( t \geq t_0 \) for which the segment of the trajectory \( x(x_0(\theta_0), t_0, t) \), \( x(x^*_0(\theta_0), t_0, t) \) lies entirely in the region (27.7), the following inequality holds:

\[
\|x(x_0(\theta_0), t_0, t + \theta) - x(x^*_0(\theta_0), t_0, t + \theta)\|^{(h)} \leq \|x_0(\theta_0) - x^*_0(\theta_0)\|^{(h)} \exp L(t - t_0),
\]

and therefore

\[
\|x(x_0(\theta_0), t_0, t + \theta) - x(x^*_0(\theta_0), t_0, t + \theta)\|^{(h)} \leq \|x_0(\theta_0) - x^*_0(\theta_0)\|^{(h)} \exp L(t - t_0).
\]

* By a piecewise-continuous curve we mean a curve in which the discontinuities are of simple type: the function \( x_i(\theta) \) may have at most a finite number of points of discontinuity of the first kind (at each such point the limits exist from both right and left). Admitting a piecewise-continuous curve as an initial curve causes no difficulty, and it is necessary to consider such initial curves in the sequel.
Proof. Relation (27.11) is valid for \( t = t_0 \). Let us suppose on the contrary that the lemma is false, and let \( t = t_i \) be a moment of time so defined that in the interval \([t_0,t_i]\) the inequality (27.11) is valid, but for \( t > t_i \) it is invalid. That is, for every \( \epsilon > 0 \) there is a value \( t_\epsilon \) such that whenever

\[
| x(x_0(\theta_0), t_0, t_\epsilon) - x(x_0^*(\theta_0), t_0, t_\epsilon) | > || x(x_0(\theta_0) - x_0^*(\theta_0) ||^{(h)} \exp L(t_\epsilon - t_0)
\]

we have \( | t_\epsilon - t_i | < \epsilon \).

From inequality (27.13) we can conclude that for \( t > t_i \) the inequality (27.11) is satisfied and we obtain the following:

\[
\begin{align*}
\limsup_{\Delta t \to 0} \left( \frac{1}{\Delta t} \left| \left| x(x_0(\theta_0), t_0, t_1 + \Delta t) - x(x_0^*(\theta_0), t_0, t_1 + \Delta t) \right| - \left| x(x_0(\theta_0), t_0, t_1) - x(x_0^*(\theta_0), t_0, t_1) \right| \right) \right)
\end{align*}
\]

\[
\geq \limsup_{\Delta t \to 0} \left( \frac{1}{\Delta t} \left| \left| x(x_0(\theta_0) - x_0^*(\theta_0) ||^{(h)} \exp L(t_1 + \Delta t - t_0) - \exp L(t_1) \right| \right) \right)
\]

\[
= || x(x_0(\theta_0) - x_0^*(\theta_0) ||^{(h)} L \exp L(t_1 - t_0)
\]

\[
- L \left| x(x_0(\theta_0), t_0, t_1) - x(x_0^*(\theta_0), t_0, t_1) \right| .
\]

On the other hand, from equation (27.1), by using condition (27.9), we can reason as follows:

\[
\sup_{i=1,\ldots,n} \left( \frac{dx_i}{dt} - \frac{dx_i^*}{dt} \right)
\]

\[
= \sup \left[ \left| X_i \left( x(x_0(\theta_0), t_0, t_1) \right) - X_i \left( x(x_0^*(\theta_0), t_0, t_1) \right) \right| < L \left| x(x_0(\theta_0), t_0, t_1 + \vartheta) - x(x_0^*(\theta_0), t_0, t_1 + \vartheta) \right|^{(h)} .
\]

Since we are assuming that inequality (27.11) is invalid for \( t > t_1 \), it follows that

\[
\sup \left( \left| x(x_0^*(\theta_0), t_0, t_1 + \vartheta) - x(x_0(\theta_0), t_0, t_1 + \vartheta) \right| \text{ for } -\vartheta \leq \vartheta \leq 0 \right)
\]

\[
= \left| x(x_0^*(\theta_0), t_0, t_1) - x(x_0(\theta_0), t_0, t_1) \right| ,
\]

that is,

\[
\left| x(x_0^*(\theta_0), t_0, t_1 + \vartheta) - x(x_0(\theta_0), t_0, t_1 + \vartheta) \right|^{(h)} = \left| x(x_0^*(\theta_0), t_0, t_1) - x(x_0(\theta_0), t_0, t_1) \right| .
\]

Now by equations (27.15) and (27.16), for every positive \( \gamma \) we can find a positive number \( \eta > 0 \) such that

\[
\left| x_i(x_0^*(\theta_0), t_0, t_1 + \Delta t) - x_i(x_0(\theta_0), t_0, t_1 + \Delta t) \right| - \left| x_i(x_0^*(\theta_0), t_0, t_1) - x_i(x_0(\theta_0), t_0, t_1) \right| < L \left| x(x_0^*(\theta_0), t_0, t_1) - x(x_0(\theta_0), t_0, t_1) \right| + |\gamma| \Delta t
\]

for all \( i = 1, \ldots, n \), \( 0 \leq \Delta t \leq \eta \), or
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Now let \( \Delta t \) approach \(-\infty\). Then \( \gamma \) will approach \( 0 \)—that is, \( \gamma \) will approach \( 0 \)—and inequality (27.17) becomes

\[
\limsup_{\Delta t \to +0} \left[ \frac{1}{\Delta t} \left( \| x(x_0^*(\theta_0), t_0, t_1 + \Delta t) - x(x_0^*(\theta_0), t_0, t_1 + \Delta t) \| \right) - \| x(x_0(\theta_0), t_0, t_1) - x(x_0^*(\theta_0), t_0, t_1) \| \right] < L \| x(x_0^*(\theta_0), t_0, t_1) - x(x_0(\theta_0), t_0, t_1) \| .
\]

But this contradicts inequality (27.14). This contradiction proves the lemma.

In particular, letting \( x^*(\theta_0) \equiv 0 \) in condition (27.11), we obtain the inequality

\[
\| x(x_0(\theta_0), t_0, t) \| \leq \| x_0(\theta_0) \| (\exp L(t - t_0) \text{ for } t \geq t_0).
\]

Finally, let us remark that the solution of (27.1) exists, is unique (for \( t \geq t_0 \)), and satisfies the following condition: If \( t \geq t_0, \tau > 0 \), then

\[
x(x_0(\theta_0), t_0, t + \tau) = x(x_0^*(\theta_0), t, t + \tau),
\]

where

\[
x_0^*(\theta) = x(x_0(\theta_0), t_0, t + \theta).
\]

(See Fig. 6.)

For \( t < t_0 \) and \( \tau < 0 \) conditions (27.19) and (27.20) may not be satisfied, since the solution may not be continuable to values of the time \( t < t_0 \).

28. Statement of the Stability Problem for Equations with Time Delay

We define the stability property for equations with time delay.
Definition 28.1. (a) The solution \( x = 0 \) of equation (27.1) is called stable if for every positive number \( \varepsilon > 0 \) we can find a positive number \( \delta > 0 \) such that whenever the inequality

\[
\| x_0(\vartheta_0) \|^{(a)} \leq \delta
\]

is satisfied, the relation

\[
\| x(x_0, t_0, t) \| < \varepsilon
\]

holds for \( t \geq t_0 \).

(b) If, whenever condition (a) is satisfied, the conditions

\[
\lim_{t \to \infty} \| x(x_0, t_0, t) \| = 0
\]

(28.3)

\[
\| x(x_0, t_0, t) \| < H_1 \text{ for all } t \geq t_0 \quad (H_1 = \text{const.})
\]

(28.4)

are satisfied for all initial curves \( x_0(\vartheta_0) \) satisfying the inequality

\[
\| x_0(\vartheta_0) \|^{(a)} \leq H_0,
\]

(28.5)

then the solution \( x = 0 \) of equation (27.1) is asymptotically stable and the region (28.5) lies in the region of attraction of the unperturbed motion.*

From the formal point of view, definition 28.1 is the most natural extension of Lyapunov's definition of stability to equations with time delay, and this definition is most generally used in work on systems of equations with time delay. (See, for example, [19], [20], [42], [43], [62], [134], [156], [187], and [188].) Nevertheless, it is obvious that there are certain difficulties in this statement of the problem. Indeed, in definition 28.1 it is a requirement that condition (28.1)—or (28.3) or (28.4)—is satisfied for trajectories defined for the very wide class (28.1) or (28.5) of initial curves \( x_0(\vartheta_0) \), that is, for every piecewise-continuous initial curve admissible for a given concrete problem. Therefore, a condition guaranteeing the stability for all possible initial curves \( x_0(\vartheta_0) \) may be unacceptably narrow in its application to a concrete case.

Consequently, a statement of the stability problem for equations with time delay involves the question: What set of initial curves \( x_0(\vartheta_0) \) is sufficiently broad for the problem under consideration? In every case a stability criterion would be considered correct whenever it guaranteed stability for a definite class of initial curves known to include all initial curves arising from possible or admissible perturbations of the given system. The chief practical problem is obviously a statement of the stability problem in a manner or form that is sufficiently wide to include small perturbations of the equation and of the initial curves that are admissible in the structure of the system.

The discussion and exposition that follow will have practical value only

---

* In conditions (28.2), (28.3), and (28.4) of definition 28.1, we may write the norms \( \| x \|^{(a)} \), which is obviously equivalent to (28.2), (28.3), and (28.4), with changed meaning of the positive numbers \( \varepsilon \) and \( \delta \).
for certain general classes of initial curves. However, insofar as there is no fundamental criterion on which to base the choice of these curves, the presentation is carried out in a purely formal sense. Thus we do take the statement of the problem to be that given by definition 28.1.

A sufficient condition for stability according to definition 28.1 is obviously a sufficient condition for a statement of the stability problem that admits only a more restricted class of initial curves. It is also possible that a sufficient condition may turn out to be a necessary condition of stability in such a restricted problem. We remark further that our discussion is restricted to the stability problem. We do not examine criteria for instability.

In stating the stability problem given by definition 28.1, it is convenient to study as an element $x(x_0(t_0), t_0, t)$ of the trajectory, not the entire vector $\{x_i(x_0(\theta_0), t_0, t)\}$, but a vector-segment of this trajectory $\{x_i(x_0(\theta_0), t_0, t+\theta)\}$ for $-h \leq \theta \leq 0$ (Fig. 7).

This point of view makes it possible to take advantage of certain results in the theory of semigroups when studying the stability problem for linear systems of equations with time delay. In order to avoid tedious notation we define the following notation for segments of a trajectory:

1. The vector function $x_i(\theta)$, where $i = 1, \cdots, n$ and $-h \leq \theta \leq 0$, is written $x(\cdot)$.
2. The initial curve $x_0(\theta_0)$ is written $x_0(\cdot)$.
3. The trajectory $x(x_0(\theta_0), t_0, t)$ is written $x(x_0(\cdot), t_0, \cdot)$.

We call attention to the following situation: Suppose an initial piecewise-continuous curve $x_0(\theta_0)$ is postulated for time $t = t_0 \geq 0$. Suppose the trajectory $x(x_0(\theta_0), t_0, t)$ lies in region (27.7) for the entire segment $[t_0, \tau]$, where $\tau > t_0 + h$. Then the inequality

$$\left| \frac{dx_i}{dt} \right| = |X_i| < LH = L_1 \quad (i = 1, \cdots, n)$$

holds for $t = \tau$; that is, for all $t > t_0 + h$ for which the trajectory $x(x_0, t_0, t)$ remains in region (27.7), the functions $x_i(x_0(\theta_0), t_0, t)$ satisfy a Lipschitz condition with respect to $t$ and with constant $L_1$:

$$|x_i(x_0(\theta_0), t_0, t') - x_i(x_0(\theta_0), t_0, t'')| < L_1 |t'' - t'|.$$

This shows that inequalities (27.11) and (27.12) allow us to use the following line of attack. In a large number of cases, the stability problem can
be satisfactorily investigated if we confine ourselves only to initial curves \( x_0(\varphi_0) \) that satisfy a Lipschitz condition. That is, we consider initial curves that satisfy an inequality

\[
(28.7) \quad |x_{10}(\varphi_0') - x_{10}(\varphi_0)| < L_1 |\varphi_0' - \varphi_0| \quad (\varphi_0', \varphi_0 \in [-h, 0]).
\]

Indeed, let us suppose that for a given value \( t_0 \) we have established that the requirements of definition 28.1 are satisfied for trajectories with initial curves which satisfy condition (28.7) and for which, at the initial moment of time \( t_0 \) given by \( t_0 = t_0 + h \), we have the estimates \( \delta(e, t_0 + h), H_0(t_0 + h) \) for \( \delta \) and \( H_0 \), respectively, these being the numbers that appear in definition 28.1. Then we can assert that the conditions of definition 28.1 are satisfied for an arbitrary piecewise-continuous initial curve, \( x_0(\varphi_0) \), for the initial moment \( t = t_0 \), with the estimates

\[
\delta(e, t_0) = \delta(e, t_0 + h) e^{-hL},
\]

\[
H_0(t_0) = H_0(t_0 + h) e^{-hL}.
\]

Indeed, for conditions (28.2) and (28.3), inequality (27.12) shows that the inequalities

\[
|| x(x_0(\varphi_0), t_0, t_0 + h) ||^{(h)} < \delta(e, t_0 + h),
\]

\[
|| x(x_0(\varphi_0), t_0, t_0 + h) ||^{(h)} < H(t_0 + h)
\]

are satisfied. Therefore, the functions \( x(x_0(\varphi_0), t_0, t_0 + \varphi_0 + k) \) are members of the class of functions (28.7) for \(-h \leq \varphi_0 \leq 0\), for which we supposed the conditions of definition 28.1 to be satisfied. Thus the assertion is established. We shall make use of this remark in the future.

### 29. Stability of Linear Systems of Equations with Time Delay

We consider the linear system of equations

\[
\frac{d x_i}{d t} = f(x_i(t + \varphi), \ldots, x_n(t + \varphi)) \quad (i = 1, \ldots, n)
\]

with time delay. Here \( f_i(x_i(\varphi), \ldots, x_n(\varphi)) \) are linear functionals [73, pp. 28-30] of the functions \( \{x_i(\varphi)\} (-h \leq \varphi \leq 0) \). It will be recalled that the term linear functional means the following: Let \( \{x_i'(\varphi)\} \) and \( \{x_i(\varphi)\} \) be a pair of sets of functions, and let \( c_1 \) and \( c_2 \) be arbitrary constants. Then

\[
(29.2) \quad c_1 f_i(x_i(\varphi), \ldots, x_n(\varphi)) + c_2 f_i(x_i'(\varphi), \ldots, x_n'(\varphi)) = f_i(c_1 x_i(\varphi) + c_2 x_i'(\varphi), \ldots, c_1 x_n(\varphi) + c_2 x_n'(\varphi)) \quad (i = 1, \ldots, n).
\]

In accordance with the remark at the end of section 28, we may confine our consideration to the space \( C \) of continuous functions \( \{x_i(\varphi)\} (i = 1, \ldots, n) \). The norm \( || x(\varphi) ||^{(h)} \) of the vector function \( \{x_i(\varphi)\} \) is defined by

\[
(29.3) \quad || x(\varphi) ||^{(h)} = \sup (|x_1(\varphi)|, \ldots, |x_n(\varphi)|) \quad \text{for} \quad i = 1, \ldots, n; \quad -h \leq \varphi \leq 0.
\]

The space of vector functions with norm (29.3) is denoted by the same symbol \( C \).
We assume that the linear functionals \( f_i \) are bounded.* This means that the inequalities
\[
|f_i(x_1(\vartheta), \ldots, x_n(\vartheta))| \leq L_i \|x(\vartheta)\|^{(h)} \quad (i = 1, \ldots, n)
\]
are satisfied. Here
\[
L_i = \sup \left( \frac{|f_i(x_1(\vartheta), \ldots, x_n(\vartheta))|}{\|x(\vartheta)\|^{(h)}} \right)
\]
is the well-known norm of the functional [164]. The theorem of Riesz asserts that the general form of a linear functional over the space of continuous vector functions with norm (29.3) has the form [73], [164]
\[
f_i(x_1(\vartheta), \ldots, x_n(\vartheta)) = \sum_{j=1}^{n} \int_{-h}^{0} x_j(\vartheta) \, d\eta_{ij}(\vartheta).
\]
Here the integrals are Stieltjes integrals. In the special case in which the Stieltjes measure satisfies \( d\eta_{ij} = 0 \) for all but a finite number of values of \( \vartheta \neq h_{ij} \) and \( d\eta_{ij} = a_{ij} \) for the finite number of values \( \vartheta = h_{ij} \), (29.5) has the form
\[
f_i(x_1(\vartheta), \ldots, x_n(\vartheta)) = \sum_{j=1}^{n} a_{ij} x_j(t - h_{ij}),
\]
so that the system of equations (29.1) is the system of linear equations with constant values \( h_{ij} \) of the time delay:
\[
\frac{dx_i}{dt} = \sum_{i=1}^{n} a_{ij} x_j(t - h_{ij}) \quad (i = 1, \ldots, n).
\]
The constant values \( h_{ij} \) may or may not all be equal to a single constant \( h \).

Linear equations with time delay were considered by Myškis [136]. In this book we consider trajectories of system (29.1) from the point of view of the theory of semigroups of linear operators.

Let \( x(x_0(\theta_0), t) \) be a trajectory of system (29.1); we denote it by the symbol \( x(x_0(\cdot), t, \cdot) \) introduced in the preceding section. For fixed \( t \geq 0 \), we consider the element \( x(\cdot) = x(x_0(\cdot), t, \cdot) \) to be the image of an element \( x_0(\cdot) \in C \) under some transformation \( x(\cdot) = T(t)x_0(\cdot) \). This transformation \( T \) is a linear one; that is,
\[
T(t)(x'(\cdot)c_1 + x''(\cdot)c_2) = c_1 T(t)x'(\cdot) + c_2 T(t)x''(\cdot).
\]
This last condition follows from the linear character of system (29.1). Indeed, on using the definition of the transformation \( T(t) \) and the linearity of the functional \( f_i \), we obtain
\[
T(t)(x'(\cdot)c_1 + x''(\cdot)c_2) = x([c_1 x'(\cdot) + c_2 x''(\cdot)], t, \cdot)
\]
\[
= c_1 x(x'(\cdot), t, \cdot) + c_2 x(x''(\cdot), t, \cdot)
\]
\[
= c_1 T(t)x'(\cdot) + c_2 T(t)x''(\cdot),
\]

* For future convenience we do not include the hypothesis of boundedness as part of the hypothesis of linearity of a functional.
which is a verification of (29.7) based simply on the given equations (29.1).
Moreover, equation (27.19) yields

\[
T(t + \tau)x_0(\cdot) = x(x_0(\cdot), t + \tau)
= x(x(x_0(\cdot), t, \cdot), \tau, \cdot)
= T(\tau)T(t)x_0(\cdot) \text{ for } t, \tau > 0.
\]

Thus, for an arbitrary nonnegative value of \( t \geq 0 \) the transformation of
the segment \( x_0(\theta_0) \equiv x_0(\cdot) \) into the segment \( x(x_0(\theta_0), t + \theta) \equiv x(x_0(\cdot), t, \cdot) \) along
a trajectory of the system (29.1) is a linear transformation of the space \( C \)
into itself. Moreover, the dependence of this transformation on \( t \) satisfies
condition (29.8). The general name for this last condition is “the semigroup
property.” Let us review some properties of the transformation \( T(t)x(\cdot) \).

The relation

\[
||x(\cdot)||^{(h)} = ||T(t)x_0(\cdot)||^{(h)} \leq ||x(\cdot)||^{(h)} e^{\lambda t}
\]

holds for \( t \geq 0 \); this follows from the definition of the operator \( T(t) \) and
from inequality (27.12).

We have \( \lim T(t) = I \) as \( t \to +0 \) in the strong topology [73]; that is, for
arbitrary fixed \( x_0(\cdot) \), the relation

\[
\lim_{t \to +0} ||T(t)x_0(\cdot) - x_0(\cdot)||^{(h)} = 0
\]

holds. Here the symbol \( I \) denotes the identity operator \( f(\cdot) = x(\cdot) \). Indeed,
by definition of the transformation \( T(t) \) and the norm (29.3), we obtain

\[
||T(t)x_0(\cdot) - x_0(\cdot)||^{(h)} = \sup \{ ||x_i(x_0(\theta_0), t, \theta) - x_{i0}(\theta) || \}
(i = 1, \ldots, n; -h \leq \theta \leq 0).
\]

Let a positive \( \varepsilon > 0 \) be given. The continuous functions \( x_i(x_0(\theta_0), t + \theta) \)
are uniformly continuous on the finite interval of values of time \( -h \leq \theta \leq \gamma \)
where \( \gamma > 0 \), and therefore, for any given \( \varepsilon \), we can find \( \delta > 0 \) such that

\[
|x_i(x_0(\theta_0), t + \theta_1) - x_i(x_0(\theta_0), t + \theta_2)| < \varepsilon \text{ for } -h \leq \theta_1 - \theta_2 | < \delta.
\]

Inequality (29.12) shows that \( |x_i(x_0(\theta_0), t, \theta) - x_{i0}(\theta)| < \varepsilon \) whenever \( t < \delta; \)
it also shows, in view of (29.1), that relation (29.10) is valid. This proves
the assertion.

Now let us consider the operator \( Ax_0(\cdot) \), which is defined by the relation

\[
Ax_0(\cdot) = \lim_{t \to +0} \left[ \frac{1}{\xi} [T(t + \xi)x(\cdot) - T(t)x(\cdot)] \right].
\]

This definition has a formal defect: We may not assume that the limit
is necessarily an element of the space \( C \); that is, we may not assume from
the start that the operator \( A \), which in general terminology we call an in-
finitesimal differential operator, is defined for all \( x(\cdot) \) of \( C \) and defines a
transformation of \( x_0(\cdot) \) of \( C \) into \( x(\cdot) \) of \( C \). Moreover, the operator \( A \) is not
necessarily bounded on \( C \). However, these inconveniences do not prevent
our using the operator \( A \). First, we find an explicit expression for \( A \) in
terms of the functionals \( f_i \) appearing in the right member of system (29.1).
According to the definitions of the operators $A$ and $T(t)$ we can write (29.13) in the form

$$Ax_0(\cdot) = \lim_{t \to +0} \left[ \frac{1}{\xi} \left[ x(x_0(\cdot), \xi, \cdot) - x_0(\cdot) \right] \right].$$

We could say that the operator $A$, applied to the functions $x_0(\cdot) \equiv \{x_0(\theta)\}$, carries these functions at each point $\theta$ into their right derivatives (provided that their right derivative exists). Thus, whenever the functions $x_0(\theta)$ are differentiable, the operator $A$ is defined and carries each function into its right derivative. But the right derivative of a solution $x(x_0(\theta), t)$ for $t = 0$ is equal to the value of $f$, as (29.1) shows. Since $A$ is defined on the differentiable functions $\{x_i(\theta)\}$ (although its range includes discontinuous functions), the explicit form of this operator may be found as follows.

The application of the operator $A$ to a differentiable function $\{x_i(\theta)\}$ gives a (possibly discontinuous) vector function $\{y_i(\theta)\}$, namely

$$y_i(\theta) = \frac{dx_i(\theta)}{d\theta} \quad \text{for} \quad -h \leq \theta < 0,$$

(29.14) \hfill $y_i(0) = f_i(x_i(\theta), \cdots, x_n(\theta))$, \hfill

$$y(\cdot) = Ax(\cdot).$$

According to the remark on p. 133, we can restrict ourselves to differentiable initial curves $x_0(\theta)$, and therefore we may write equation (29.1) as the equivalent “ordinary differential equation” $dx(t, \cdot)/dt = Ax(t, \cdot)$, defined in the space of differentiable functions $x(\theta)$. The stability problem for ordinary differential equations with operator on the right member is investigated by Krein [95]. Here, however, his results are not immediately applicable, since the operator $A$ that he considered is assumed to be bounded. One of the properties of the operator $T(t)$ established above makes it possible to circumvent the difficulty inherent in the possible unboundedness of the operator $A$. Indeed, we can call on results of the theory of semigroups of linear operators stated by Hille and Phillips [73]. We shall obtain criteria for asymptotic stability for the linear systems (29.1).

**Theorem 29.1.** If the spectrum $\lambda_\sigma$ of the operator $A$ (29.14) satisfies the condition

$$\text{Re} \lambda_\sigma \leq -\gamma \quad (\gamma = \text{const.}, \gamma > 0),$$

(29.15) \hfill then the solution $x(x_0(\cdot), t, \cdot)$ of the system of equations (29.1) satisfies

$$||x(x_0(\cdot), t, \cdot)|| \leq B e^{-\alpha t} ||x_0(\cdot)|| \quad \text{for} \quad t \geq 0,$$

(29.16) \hfill where $B, \alpha$ are positive constants and where, moreover, $\alpha = q\gamma$, with $q$ an arbitrary preassigned number $0 < q < 1.$*

**Remark.** We recall that the spectrum of the operator $A$ is the set of those complex numbers for which the operator $\lambda J - A$ does not have a

* In this section the symbol $||x(\cdot)||$ always denotes the norm in the space $C$, and thus in the norm symbol $||x||^{(h)}$, we can omit the index $(h)$. 
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unique bounded inverse operator in the space $C$ [73, p. 54]. We determine the spectrum of the transformation $A$ from the form (29.14) of the operator $A$. Let us note the specific form of the operator $\lambda J - A$:

$$y(\cdot) = (\lambda J - A)x(\cdot),$$

(29.17)

$$y_i(0) = \lambda x_i(0) - f_i(x_i, \ldots, x_n(\vartheta)).$$

By definition, the spectrum $\{\lambda_\sigma\}$ consists of the values $\lambda$ for which the system of equations (29.17) has no solution for arbitrary $y_i(\vartheta)$, and, when it can be solved, has more than one solution in terms of the given continuous functions $\{y_i(\vartheta)\}$. The first of equations (29.17) can be solved in the form

$$y_i(0) = \lambda x_i - f_i(x_i(\vartheta), \ldots, x_n(\vartheta)).$$

(29.18)

$$x_i(\vartheta) = x_i^* e^{\lambda \vartheta} - \int_0^\vartheta e^{\lambda (\vartheta - \tau)} y_i(\tau) d\tau$$

Substituting this equation in the second relation of (29.17), we obtain

$$y_i(0) = \lambda x_i^* - f_i\left(x_i^* e^{\lambda \vartheta} - \int_0^\vartheta e^{\lambda (\vartheta - \tau)} y_i(\tau) d\tau, \ldots, x_n^* e^{\lambda \vartheta} - \int_0^\vartheta e^{\lambda (\vartheta - \tau)} y_n(\tau) d\tau\right)$$

(29.19)

$$\sum_{j=1}^n f_i(0, \ldots, e^{\lambda \vartheta}, \ldots, 0)x_j^* - \lambda x_i^* = f_i\left(\int_0^\vartheta e^{\lambda (\vartheta - \tau)} y_1(\tau) d\tau, \ldots, \int_0^\vartheta e^{\lambda (\vartheta - \tau)} y_n(\tau) d\tau\right) - y_i(0).$$

A unique solution $x_j^*$ of system (29.19) exists if and only if

$$\det \begin{bmatrix} f_{11} - \lambda & \cdots & f_{1n} \\ f_{21} & \cdots & f_{2n} \\ \cdots & \cdots & \cdots \\ f_{n1} & \cdots & f_{nn} - \lambda \end{bmatrix} \neq 0,$$

where

(29.20)

$$f_{ij} = f_i(0, \ldots, e^{\lambda \vartheta}, \ldots, 0).$$

Therefore, the spectrum $\lambda_\sigma$ of the operator $A$ is by definition the set of roots of the equation

(29.21)

$$\det \begin{bmatrix} f_{11} - \lambda & \cdots & f_{1n} \\ \cdots & \cdots & \cdots \\ f_{n1} & \cdots & f_{nn} - \lambda \end{bmatrix} = 0.$$
and finally, in case the system with time delay has the form (29.5), equations (29.21) can be written

\[\det \begin{bmatrix} a_{11} \exp(-\lambda h_{11}) - \lambda & \cdots & a_{1n} \exp(-\lambda h_{1n}) \\ \vdots & \ddots & \vdots \\ a_{n1} \exp(-\lambda h_{n1}) & \cdots & a_{nn} \exp(-\lambda h_{nn}) - \lambda \end{bmatrix} = 0.\]

Criteria for asymptotic stability for systems (29.5) with time delay were obtained by Bellman [19], [20] and Wright [187], [188]. It will be seen that the general approach given above includes all their criteria, since the solution \(x = 0\) of the ordinary differential equation \(dx/dt = Ax\) is asymptotically stable if the spectrum \(\lambda_\sigma\) of the operator \(A\) satisfies (29.15).

The consideration of trajectories of a system with time delay from the point of view of the theory of semigroups has the additional advantage that all the arguments remain valid in the much more general case when equation (29.1) takes the form

\[dx/dt = X(x(t + \vartheta)),\]

where \(x\) is an element of an arbitrary Banach space \(B\), and \(X[x(\vartheta)]\) is a linear bounded functional (with values in \(B\)) over the space of continuous functions \(x(\vartheta), -h \leq \vartheta \leq 0\), with norm \(\|x(\vartheta)\|^{(h)} = \sup_{-h \leq \vartheta \leq 0} \|x(\vartheta)\|\). And here equation (29.24) can still be converted into the equivalent ordinary differential equation

\[\frac{dx(t, \cdot)}{dt} = Ax(t, \cdot),\]

where the linear bounded operator \(A\) is defined by the relation \(y(\cdot) = Ax(\cdot)\), or, in differential form,

\[y(\vartheta) = \frac{dx(\vartheta)}{dt} \quad \text{for} \quad -h \leq \vartheta < 0,\]

\[y(0) = X(x(\vartheta)).\]

The assertion corresponding to theorem 29.1 remains valid for the more general equation (29.24) and takes the following form:

If the spectrum \(\lambda_\sigma\) of the operator \(A\) (29.26) satisfies

\[\Re \lambda_\sigma \leq -\gamma \quad (\gamma > 0),\]

then the solution \(x(x_0(\cdot), t, \cdot)\) of equation (29.24) satisfies

\[\|x(x_0(\cdot), t, \cdot)\| \leq \|x_0(\cdot)\|B e^{-\alpha t},\]

where \(B, \alpha\) are positive constants and \(\alpha = q\gamma\) for \(q \in (0, 1)\).
We do not give a proof of this assertion, since it can be derived by arguments entirely analogous to our proof of theorem 29.1 (see below). Indeed, theorems of functional analysis to which we can refer for the proof of theorem 29.1 remain valid for general Banach spaces (the necessary general form of these theorems is set out and proved in [146], to which we refer the reader).

We note in conclusion that the spectrum $\lambda_\sigma$ of the generalization of the operator $A$ [defined by equations (29.14)], i.e., of the operator defined by (29.26), is the set of all the complex numbers $\lambda$ for which the linear operator

$$\mathcal{A}(\lambda)x = X(e^{\lambda\theta}x) - \lambda Jx \quad \text{for} \quad x \in B$$

has no bounded inverse (transformation).

**Proof of Theorem 29.1.** We consider the equations

$$(29.29) \quad \frac{dz_i}{dt} = \varphi_i(z_1(t + \theta), \ldots, z_n(t + \theta)) \quad (i = 1, \ldots, n),$$

where

$$(29.30) \quad \varphi_i(z_1(\theta), \ldots, z_n(\theta)) = f_i(e^{-\gamma\theta}z_1(\theta), \ldots, e^{-\gamma\theta}z_n(\theta)) + \gamma z_i(0).$$

Obviously, the solutions $x(x_0(\cdot), t)$ and $z(z_0(\cdot), t)$ of relations (29.1) and (29.28) must satisfy

$$(29.31) \quad x(x_0(\cdot), t) = z(z_0(\cdot), t)e^{-\gamma t}$$

because of the assumption that the initial curves $x(\cdot)$ and $z(\cdot)$ satisfy

$$x_0(\theta) = z_0(\lambda)e^{-\gamma\theta} \quad \text{for} \quad -h \leq \theta \leq 0.$$

We consider the operation $\mathcal{A}_0(\lambda)z$, defined on the vector $z = \{z_1, \ldots, z_n\}$ in the following manner:

$$\mathcal{A}_0(\lambda)z_i = \sum_{j=1}^n f_j(0, \ldots, e^{-\gamma\theta}, \ldots, 0)z_j - (\lambda - \gamma)z_j.$$

By assumption, the set of values of $\lambda$ for which the operator standing on the left member of equation (29.1) has no bounded inverse operator $\mathcal{A}_0^{-1}(\lambda)$ satisfies the inequality $\Re \lambda \leq -\gamma$, and therefore the set of all values of $\lambda$ for which the operator (29.33) has no bounded inverse transformation $\mathcal{A}_0^{-1}(\lambda)$ satisfies $\Re \lambda \leq 0$.

Let us denote by $A_0$ the operator defined as follows:

$$A_0x(\cdot) = y(\cdot) = \begin{cases} y_i(\theta) = \frac{dx_i(\theta)}{dt} & \text{for} \quad -h \leq \theta < 0, \\ y_i(0) = \varphi_i(x_1(\theta), \ldots, x_n(\theta)) \end{cases}.$$

The operator $A_0$ is the infinitesimal differential operator for the semigroup of operators $T_0(t)z_0(\cdot)$, defined on the trajectories of the system of equations (29.29); that is,

$$z(z_0(\cdot), t, \cdot) = T_0(t)z_0(\cdot)$$.
and
\[
\frac{dz(z_0(\cdot), t, \cdot)}{dt} = A_0z(z_0(\cdot), t, \cdot).
\]

Because of equations (29.29), hypothesis (29.24) shows that the linear functionals \( \varphi_i \) satisfy
\[
| \varphi_i(z_1(\theta), \cdots, z_n(\theta)) | \leq L_0 \| z(\theta) \|^{(A)} ,
\]
where \( L_0 \leq \max (L_i + \gamma) e^{\gamma t} \).

Consequently, by lemma 27.1, the solution of the system of equations (29.29) satisfies
\[
\| z_0(\cdot), t, \cdot) \| \leq \| z(\cdot) \| \exp (L_0 t) \quad \text{for } t \geq 0 ,
\]
and consequently, the semigroup of operators \( T_0(t) \) satisfies
\[
\| T_0(t) \| \leq \exp (L_0 t) ,
\]
where the norm of the operator \( T_0(t) \) stands for
\[
\| T_0(t) \| = \sup \frac{\| T_0(t)z_0(\cdot) \|}{\| z_0(\cdot) \|} .
\]

By theorem 11.6.1 of Hille and Phillips [73, p. 349] an operator that satisfies relation (29.38) can be represented in the form
\[
T_0(\xi)z(\cdot) = \lim_{a \to -\infty} \frac{1}{2\pi i} \int_{\gamma_1-i\infty}^{\gamma_1+i\infty} e^{\lambda t} R(\lambda, A_0)z(\cdot) d\lambda ,
\]
where \( \gamma_1 > L_0, z(\cdot) \) is a differentiable vector function \( \{z_1(\theta), \cdots, z_n(\theta)\} \), and \( R(\lambda, A_0) \) is the resolvent operator of \( A_0 \).* See also their theorem 12.3.1 [73, p. 360].

The resolvent of an operator \( A_0 \) is an operator \( R(\lambda, A_0) \) that solves the equation \( y(\cdot) = (\lambda J - A_0)x(\cdot) \) in the form \( x(\cdot) = R(\lambda, A_0)y(\cdot) \).

We computed the resolvent of the operator \( A \) earlier [see formula (29.18)]. The resolvent of the operator \( A_0 \) can be obtained in a form similar to (29.18), with the difference that the value of the vector \( x^* \) is computed not from the system of equations (29.19), but from the system of equations
\[
\sum_{i=1}^{n} \varphi_i(0, \cdots, e^{\lambda_0}, \cdots, 0)x_j^* - \lambda x_j^* = y_i(0) - \varphi_i \left( \int_0^{\theta} e^{\lambda_1(\theta - r)} y_1(\tau) d\tau, \cdots, \int_0^{\theta} e^{\lambda_n(\theta - r)} y_n(\tau) d\tau \right) .
\]

Since the spectrum of the operator \( A_0 \) satisfies the relation \( \Re \lambda \leq 0 \), it follows that for \( \Re \lambda > 0 \) the determinant of the system (29.40) is different

* The integral in (29.39) is of course an integral in some extended sense since the values of the functions under the integral are not numbers but vector functions. We cannot here go completely into the definition of such integrals (see, for example, Hille and Phillips [73, section 3.7, pp. 76-85]). Here all we need to know is that it is possible to obtain estimates of those integrals in the same way that general estimates of ordinary integrals are obtained.
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from zero, and therefore, for every number \( \gamma_1 > 0 \) we can find a number \( P(\gamma_1) \) such that

\[
(29.41) \quad || R(\lambda, A_0) || \leq P(\gamma_1) \quad \text{for} \quad \gamma_1 \leq \Re \lambda \leq L_0 + 1.
\]

Moreover, by a result contained in [73], the resolvent \( R(\lambda, A_0) \) can be written in the form

\[
(29.42) \quad R(\lambda, A_0)z(\cdot) = \frac{z(\cdot)}{\lambda} + \frac{1}{\lambda^2} A_0 z(\cdot) + \frac{1}{\lambda^2} R(\lambda, A_0) A_0^2 z(\cdot)
\]

for all continuous vector functions \( z(\cdot) = \{z_1(0), \ldots, z_n(0)\} \) for which it is possible, by twice applying the operator \( A_0 \), to obtain a function

\[
(29.43) \quad y(\cdot) = A_0[A_0 z(\cdot)]
\]

which is again a continuous vector function. The set of such vector functions \( z(\cdot) \) is called the domain of \( A_0^2 \) and is denoted by \( D[A_0^2] \).

According to the information contained in relations (29.41) and (29.42), we can assert that when operating on vector functions \( z(\cdot) \in D[A_0^2] \), the semigroup of operators \( T_0(\xi) \) can be represented in the form (29.39) not only for \( \gamma_1 > L_0 \) but also for arbitrary \( \gamma_1 > 0 \). If we substitute the solution (29.42) into (29.39), we can obtain the following formula:

\[
(29.44) \quad T_0(\xi)z(\cdot) = \lim_{\omega \to \infty} \frac{1}{2\pi i} \left[ \int_{\gamma_1 - i\omega}^{\gamma_1 + i\omega} e^{\lambda t} \frac{z(\cdot)}{\lambda} d\lambda + \int_{\gamma_1 - i\omega}^{\gamma_1 + i\omega} e^{\lambda t} \frac{A_0 z(\cdot)}{\lambda^2} d\lambda 
\]
\[+ \int_{\gamma_1 - i\omega}^{\gamma_1 + i\omega} e^{\lambda t} \frac{R(\lambda, A_0) A_0^2 z(\cdot)}{\lambda^2} d\lambda \right].
\]

From formula (29.44) and inequality (29.41), we have the estimate

\[
(29.45) \quad || T_0(\xi)z(\cdot) || \leq ( || z(\cdot) || + P_1 || A_0 z(\cdot) || + P_2 || A_0^2 z(\cdot) || ) \exp (\gamma_1 + \beta) \xi
\]

(\( \beta \) is a sufficiently small positive number) for \( \xi > 0 \), and for an arbitrary vector function \( z(\cdot) = z(z_0(\cdot), t, \cdot) \). (Here we use properties of an abstract integral similar to properties of ordinary integrals, as explained in [73].)

We consider the solution \( z(z_0(\cdot), t, \cdot) \) of the system of equations (29.29), where \( z_0(\cdot) \) is an arbitrary piecewise-continuous function. We note that for \( t = 3h \) the function

\[
z(\cdot) = z(z_0(\cdot), t, \cdot) = \{z_1(0), \ldots, z_n(0)\}
\]

lies in the space \( D[A_0^2] \), and therefore there are positive constants \( N_1 \) and \( N_2 \) such that

\[
(29.46) \quad || A_0 z(z_0(\cdot), 3h, \cdot) || \leq N_1 || z_0 ||,
\]
\[
(29.47) \quad || A_0^2 z(z_0(\cdot), 3h, \cdot) || \leq N_2 || z_0 ||.
\]

Indeed, the solution \( z(z_0(\cdot), t) \) of the system (29.29) is a continuous function of time for \( t > 0 \). Consequently, we can conclude from (29.29) that the derivatives \( dz/dt \) are also continuous functions of time. It can be shown [164] that the linear functionals \( \varphi(z(t + \theta)) \) satisfy
Therefore, the functions $dz_i/dt = \varphi_i(z(t + \vartheta))$ are continuously differentiable for $t > 2h$; that is, the functions $z(z_0(\cdot), t)$ are twice continuously differentiable functions of the time $t$ for $t > 2h$, and moreover,

$$\frac{dz_i}{dt} = \varphi_i(z(t + \vartheta)),$$

$$\frac{d^2z_i}{dt^2} = \varphi_i\left(\frac{dz(t + \vartheta)}{dt}\right).$$

Consequently, the functions $z(\vartheta) = z(z_0(\cdot), 3h + \vartheta), -h \leq \vartheta \leq 0$, satisfy the following conditions:

1. The vector function $z(\vartheta)$ is twice continuously differentiable,
2. \[\left(\frac{dz_i(\vartheta)}{d\vartheta}\right)_{\vartheta=0} = \varphi_i(z_i(\vartheta), \cdots, z_n(\vartheta)),\]
3. \[\left(\frac{d^2z_i(\vartheta)}{d\vartheta^2}\right)_{\vartheta=0} = \varphi_i\left(\frac{dz_1(\vartheta)}{d\vartheta}, \cdots, \frac{dz_n(\vartheta)}{d\vartheta}\right).\]

But these three conditions state precisely that the functions $\{z_i(z_0(\cdot), 3h + \vartheta)\}$ are in the domain of the operator $A_i^3$. It remains to show that there are two numbers $N_1$ and $N_2$ satisfying inequalities (29.46) and (29.47). According to inequality (27.12), we have

$$||z(z_0(\cdot), 3h, \cdot)|| \leq ||z_0(\cdot)|| \exp (L_03h),$$

and from inequality (29.36) and relation (29.50) we conclude that the inequality

$$\left\|\frac{dz(z_0(\cdot), 3h + \vartheta)}{d\vartheta}\right\| \leq ||z_0(\cdot)|| \exp (L_03h) = N_1 ||z_0(\cdot)||$$

is valid, which proves inequality (29.46). Moreover, from (29.46) and (29.49) we obtain

$$\left\|\frac{d^2z(z_0(\cdot), 3h + \vartheta)}{d\vartheta^2}\right\| \leq ||z_0(\cdot)|| N_1 L_0 = N_2 ||z_0(\cdot)||,$$

which proves inequality (29.47). Therefore our assertion that the function $z(z_0(\cdot), 3h, \cdot)$ is in $D[A_i^3]$ and satisfies conditions (29.46) and (29.47) is completely proved. But from estimates (29.45)–(29.47) we obtain the estimate

$$||z(z_0(\cdot), t, \cdot)|| = ||T_0(t)z_0(\cdot)||$$

$$\leq \left(||z(z_0(\cdot), 3h, \cdot)|| + P_1 N_1 ||z(z_0(\cdot), 3h, \cdot)||
+ P_2 N_2 ||z(z_0(\cdot), 3h, \cdot)||\right) \exp [(r_1 + \beta)(t - 3h)]$$

for $t > 3h$, or, finally,

$$||z(z_0(\cdot), t, \cdot)|| \leq Q \exp [(r_1 + \beta)t] ||z_0(\cdot)|| \text{ for } t \geq 0,$$

where $Q$ is a constant and $z_0(\cdot)$ is an arbitrary piecewise-continuous initial
curve. From relations (29.31) and (29.32), connecting the solutions of systems (29.1) and (29.39), we can conclude further that the solution of system (29.1) satisfies the estimate

\[ ||x(x_0(\cdot), t, \cdot)|| \leq Q \exp (\gamma h) ||x_0(\cdot)|| \exp [(\gamma_1 + \beta - \gamma)t] \quad \text{for} \quad t \geq 0, \]

and since the numbers \( \gamma_1 > 0 \) and \( \beta > 0 \) can be chosen arbitrarily small, estimate (29.51) coincides with estimate (29.16). The theorem is proved.

30. Fundamental Definitions and Theorems of Lyapunov's Second Method for Equations with Time Delay

Our general approach in this work is to consider as elements of the trajectory \( x(x_0(\cdot), t_0, t) \) for systems of equations with time delay

\[
\frac{dx_i}{dt} = X_i(x_1(t+\vartheta), \ldots, x_n(t+\vartheta), t) \quad (i = 1, \ldots, n),
\]

a segment of these trajectories \( x(x_0(\cdot), t_0, t + \vartheta) \) for \(-h \leq \vartheta \leq 0\). The theorems of Lyapunov's second method can be carried over without change to equations with time delay. An extension of these theorems to equations with delay in the time \( t \) was carried out by El'sgol'c [43], who pointed out, however, that his formulations have limited value. The reason for this is that in the majority of cases the Lyapunov theorems do not have valid converses, and therefore the method does not necessarily have universal application as it does for ordinary differential equations.

Now let us consider one possible method of generalizing the use of Lyapunov functions for equations with time delay. We regard the elements of the trajectory as vector functions \( \{x_i(x_0(\cdot), t_0, t + \vartheta)\} \), which form sections of the trajectory for \(-h \leq \vartheta \leq 0\). Our approach is the natural one of replacing the Lyapunov function \( v(x_1(t), \ldots, x_n(t), t) \), defined on the vector \( \{x_1, \ldots, x_n\} \), by the functional \( V(x_1(t), \ldots, x_n(t), t) \), defined over the vector function \( \{x_1(t), \ldots, x_n(t)\} \). Once this is done, the fundamental theorems and definitions of Lyapunov's second method carry over very naturally to the functional \( V \), and the theorems have valid converses. In accordance with the remark made in section 28 (pp. 131-32), we confine our discussions to theorems on stability. We can assume throughout this section that the functionals \( X_i \) in equation (30.1) satisfy the conditions formulated in section 27, pp. 127-28. We begin with a definition.

**Definition 30.1.** The functional \( V(x_1(t), \ldots, x_n(t), t) \), defined for the vector functions \( \{x_1(t), \ldots, x_n(t)\} \), \(-h \leq \vartheta \leq 0\), for

\[
\|x(\vartheta)\| < H, \quad t \geq 0,
\]

is called positive-definite in the region (30.2) if there is a continuous function \( w(r) \) that satisfies the conditions

\[
V(x_1(t), \ldots, x_n(t), t) \geq w(\|x(\vartheta)\|^{(h)}),
\]

\[
w(r) > 0 \quad \text{for} \quad r \neq 0.
\]
We say that the functional \( V(x_1(\vartheta), \cdots, x_n(\vartheta), t) \) has an infinitely small upper bound in the space (30.2) if there is a continuous function \( W(r) \) satisfying the conditions

\[
V(x_1(\vartheta), \cdots, x_n(\vartheta), t) \leq W(||x(\vartheta)||^{(k)}), \quad W(0) = 0.
\]

Let us evaluate the functional \( V(x_1(\vartheta), \cdots, x_n(\vartheta), t) = V(x(\vartheta), t) \) when \( x(\vartheta) \) is the vector function \( \{x_i(x_0(\vartheta_0), t_0, t + \vartheta), -h \leq \vartheta \leq 0\} \), which defines an element (segment) of the trajectory corresponding to the moment of time \( t \geq t_0 \). The value of the functional is a function \( v(t) \):

\[
v(t) = V(x_1(x_0(\vartheta_0), t_0, t + \vartheta), \cdots, x_n(x_0(\vartheta_0), t_0, t + \vartheta), t).
\]

In the following pages we shall be interested in the size of the upper right derivative of the function \( v(t) \), that is, the value of

\[
\limsup_{dt \to +0} \left( \frac{v(t + dt) - v(t)}{dt} \right)
= \limsup_{dt \to +0} \left( \frac{V(x(x_0(\vartheta_0), t_0, t + \vartheta + dt), t + dt) - V(x(x_0(\vartheta_0), t_0, t + \vartheta), t)}{dt} \right)
\]

This value can be denoted by

\[
\left( \limsup_{dt \to +0} \frac{DV}{dt} \right)_{(30.1)},
\]

where the index (30.1) indicates that the limit of \( DV/dt \) is computed along a trajectory of the system (30.1). The value of this limit will be called negative-definite in the region (30.2) if we can find a continuous function \( w_i(r) \) satisfying the conditions

\[
\left( \limsup_{dt \to +0} \frac{DV}{dt} \right)_{(30.1)} \leq -w_i(||x(x_0(\vartheta_0), t_0, t + \vartheta)||^{(k)}),
\]

\[
w_i(r) > 0 \quad (t \geq 0, \ 0 < r < H).
\]

Now we can formulate a theorem corresponding to the Lyapunov theorem on asymptotic stability.

**Theorem 30.1.** If to a differential equation (30.1) with time delay there corresponds a functional \( V(x(\vartheta), t) \) which is positive-definite in region (30.2)\(^*\) and has an infinitely small upper bound, and if the value (30.6) is negative-definite along equation (30.1) [in region (30.2)], then the null solution \( x = 0 \) of equation (30.1) is asymptotically stable. If, moreover, the condition

\[
\inf[V \ for \ ||x(\vartheta)||^{(k)} = H_1] > \sup[V \ for \ ||x(\vartheta)||^{(k)} = H_0]
\]

is satisfied, then the region of initial curves

\[
||x_0(\vartheta_0)||^{(k)} < H_0
\]

lies in the region of attraction of the point \( x = 0 \).

\(^*\) As with ordinary Lyapunov functions, we suppose that the functional \( V \) is continuous in \( x(\vartheta) \) and \( t \).
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Remark. Our formulation of theorem 30.1 uses as the meaning of derivative $dV/dt$ the value of $\limsup (dV/dt)[as \, dt \to +0]$ along the integral curve. Thus, since the bound we are here considering is only for $dt \to +0$, it is clear in particular that the trajectories of a system with time delay cannot always be continued in the direction of decreasing $t$; that is, on the curves $(x(t), t)$ we cannot compute $dV$ for $dt < 0$. We restrict ourselves to the right-hand upper bound for two reasons: first, to establish stability, it is sufficient that the upper bound of the difference quotient $dV/dt$ exist on the right, as the proof of the theorem establishes. Second, there is no simple formula for the derivative $dV/dt$ for equations with time delay comparable to formula (1.5) for the derivative $dv/dt$ in the case of ordinary equations. The need to verify the existence of $dV/dt$ would make it very difficult to investigate actual equations, and would in fact restrict us to the small subclass of equations that can be investigated by use of theorem 30.1.

Proof of Theorem 30.1. Let a positive number $\varepsilon > 0$ be given. Then we can choose $\delta > 0$ such that $w(\varepsilon) > W(\delta)$, in which case, by (30.3) and (30.4), the inequality

$$\sup \{V \text{ for } \|x(\cdot)\|^{(h)} = \delta\} < \inf \{V \text{ for } \|x(\cdot)\|^{(h)} = \varepsilon\}$$

is valid.

Let $\|x_0(\cdot)\|^{(h)} < \delta$. Since the quantity (30.6) is negative-definite, the function $v(t)$ defined in (30.5) is a monotonically decreasing function of the time $t$; that is, $v(t) < v(t_0)$. Therefore, for all $t \geq t_0$ the trajectory $x(x_0(\theta_0), t_0, t)$ lies in the region $\|x(\cdot)\| < H_1$, since otherwise inequality (30.10) would be violated. Thus the stability of the solution $x = 0$ in the sense of definition 28.1(a) is proved.

Now let $x_0(t)$ be an initial vector function in the region (30.9). We consider again the fact that the function $v(t)$ (30.5) is monotonically decreasing. Since $v(t) < v(t_0)$ for $t > t_0$, the trajectory $x(x_0(\theta_0), t_0, t)$ lies in the region $\|x\| < H_1$; otherwise, inequality (30.8) would not be satisfied.

Now let us take positive $\varepsilon > 0$, and let $\tilde{\varepsilon} > 0$ be defined from $\varepsilon$ as in the first part of the proof. In the region $\tilde{\varepsilon} \leq \|x\| \leq H_1$, the inequality

$$\limsup_{dt \to +0} \frac{dV}{dt} < -\alpha$$

is satisfied for some positive constant $\alpha > 0$. Thus the function $v(t)$ will satisfy the inequality

$$v(t) - v(t_0) \leq -\alpha(t - t_0)$$

for all those values of $t \geq t_0$ for which the segment $x(x_0(\theta_0), t_0, t)$ of the trajectory lies in the region

$$\tilde{\varepsilon} \leq \|x(x_0(\theta_0), t_0, t + \delta)\|^{(h)} \leq H_1.$$

Indeed, if we assume that inequality (30.12) is violated for $t > t_1 \geq t_0$, but valid for $t < t_1$, then the inequality
\[
\left( \limsup_{t \to +\infty} \frac{\Delta v(t)}{t} \right)_{t=t_1} > -\alpha
\]

will be satisfied. But this contradicts inequality (30.11). Now inequality (30.12) shows that the trajectory \( x(x_0(\varphi_0), t_0, t) \) cannot lie in the region (30.13) for \( t \geq t_0 \) on the segment \( t_0 \leq t \leq t_0 + v(t_0)/\alpha \). Since \( v(t_0)/\alpha \leq W(H_2)/\alpha \) by (30.3) and (30.4), we can see that there is some \( t^* \in [t_0, t_0 + W(H_2)/\alpha] \) which satisfies the inequality

\[
|| x(x_0(\varphi_0), t_0, t^* + \varphi) ||^{(a)} < \delta;
\]

and consequently, for all \( t > t^* \) (and \( a \text{ fortiori} \) for \( t > t_0 + W(H_2)/\alpha \)), we have

\[
|| x(x_0(\varphi), t_0, t + \varphi) ||^{(a)} < \epsilon.
\]

But this inequality establishes the theorem, since the original number \( \epsilon > 0 \) could be chosen arbitrarily.

**Remark.** Since neither \( T = W(H_2)/\alpha \), nor \( \alpha \), nor the estimate of \( \delta \) (as a function of \( \epsilon \)) depends on the moment \( t_0 < 0 \) or on the value of the initial curve \( x_0(\varphi_0) \) in region (30.9), we can conclude that the solution \( x = 0 \) is not only asymptotically stable under the hypotheses of theorem 30.1, but also asymptotically stable uniformly in the coordinates \( x_0(\varphi_0) \) of region (30.9) and in the time \( t_0 \geq 0 \) in the sense of the following definition:

**Definition 30.2.** The solution \( x = 0 \) of the system of equations (30.1) with time delay is called uniformly asymptotically stable with respect to the time \( t_0 \geq 0 \) and with respect to the initial curve \( x_0(\varphi_0) \) in region (30.9) if it satisfies condition (b) of definition 28.1 and also satisfies the following conditions: (i) the number \( \delta > 0 \) of definition 28.1(a) may be chosen independent of \( t_0 \geq 0 \); (ii) for arbitrary \( \eta > 0 \), there exists a number \( T(\eta) \) such that

\[
|| x(x_0(\varphi_0), t_0, t + \varphi) ||^{(a)} < \eta
\]

holds for every \( t \geq t_0 + T(\eta) \), independent of the choice of a piecewise-continuous initial curve \( x_0(\varphi_0) \) in region (30.9). We call this property \( B' \).

This definition coincides with definition 5.1 (p. 26) for ordinary equations.

Now let us consider the possible converse of theorem 30.1. The proof of theorem 30.1 shows that the possibility of inverting this theorem is slim unless the stability is uniform with respect to \( x_0(\varphi_0) \) and \( t_0 \). We shall show that in this case theorem 30.1 does indeed have a valid converse. That is, for equations with time delay, theorem 30.1 is just as general as the theorem on asymptotic stability [114, p. 259] for ordinary differential equations.

**Theorem 30.2.** If the null solution \( x = 0 \) of the system (30.1) is asymptotically stable uniformly with respect to initial curves \( x_0(\varphi_0) \) and \( t_0 \) in region (30.9), that is, uniformly stable in the sense of definition 30.2 (property \( B' \)), then there is a functional \( V(x(\varphi), t) \), defined on the curves \( ||x(\varphi)||^{(a)} < H_0 \) for \( t \geq 0 \), positive-definite, having an infinitely small upper bound in this region, and having, moreover, a right derivative \( dV/dt = \lim (AV/At) \) for \( At \to +0 \) on the trajectory of system (30.1). The derivative \( dV/dt \) is a negative-definite
§ 30. FUNDAMENTAL DEFINITIONS AND THEOREMS

147

functional in some region \(|x(\theta)|^{(h)} < H_0\), and the functional \(V(x(\theta), t)\) satisfies a Lipschitz condition with respect to \(x(\theta)\); that is,

\[
|V(x''(\theta), t) - V(x'(\theta), t)| \leq K_0 \|x''(\theta) - x'(\theta)\|^{(h)}.
\]

**Proof.** To prove this theorem, we shall construct a Lyapunov function in the manner used by Massera [129] for ordinary differential equations. Let \(\varphi(t)\) be a monotonically decreasing continuous function, satisfying the inequality

\[
||x(x_0(\theta), t_0, t + \theta)||^{(h)} \leq \varphi(t - t_0) \quad \text{for} \quad t \geq t_0
\]
on an arbitrary initial curve \(|x_0(\theta_0)||^{(h)} < H_0\), and such that \(\lim \varphi(t) = 0\) as \(t \to \infty\). The existence of a function \(\varphi(t)\) of this character follows from the fact that the solution is uniformly asymptotically stable in the sense of definition 30.2 (property B'). (Such a function \(\varphi(t)\) can be found, for instance, by taking any continuous monotonically decreasing function that satisfies the inequality \(\varphi(t) > \varepsilon\) for \(t \in [T(\varepsilon), T(\varepsilon/2)]\).)

Malkin [124] gives the details of the construction of the function \(\varphi(t)\) and also a proof of the existence of a function \(G(\varphi)\) that is monotonically increasing and continuously differentiable, with the following properties:

\[
\begin{align*}
G(\varphi) > 0 \quad \text{for} \quad \varphi > 0, \\
\int_0^\infty G(\varphi(\tau)) d\tau = N < \infty, \\
\int_0^\infty G'(\varphi(\tau)) e^{\lambda \tau} d\tau = N_1 < \infty, \\
G'(\varphi(\tau)) e^{\lambda \tau} < N_2 \quad \text{for all} \quad \tau \geq 0.
\end{align*}
\]

We shall now show that the functional

\[
V(x(\theta), t) = \int_t^\infty G(||x(x(\theta), t, \tau + \theta)||^{(h)}) d\tau
\]

\[
+ \sup \{G(||x(x(\theta), t, \tau + \theta)||^{(h)}) \quad \text{for} \quad t \leq \tau < \infty \}
\]
satisfies all the conditions of the theorem.

Since the integral (30.18) converges, it follows from inequality (30.16) that the integral in (30.21) converges for all \(|x(\theta)||^{(h)} < H_0\). That is, the function \(V\) is defined in the region

\[
||x(\theta)||^{(h)} < H_0.
\]

Since the function \(G(\varphi)\) is positive for \(\varphi > 0\), the first term in the right member of (30.21) is positive [for \(|x(\theta)||^{(h)} \neq 0\], and the second is no less than \(G(||x(\theta)||^{(h)})\); that is, the functional \(V\) satisfies the inequality

\[
Vx((\theta), t) \geq G(||x(\theta)||^{(h)}),
\]

and is therefore positive-definite.

Now let us show that the functional \(V(x(\theta), t)\) has an infinitely small upper bound. First, we remark that according to the definition of asymptotic
stability the relation
\[ \| x(x_0(\theta_0), t_0, t + \vartheta) \|^{(h)} < H \] for \( t \geq t_0 \) for all \( \| x_0(\theta_0) \|^{(h)} \leq H_0 \)
is valid in the region \( \| x \| < H_0 \); thus
\[
V(x(\theta), t) < \int_0^\infty G(\varphi(\tau)) \, d\tau + G(\varphi(0)) = N + G(\varphi(0)) = Q = \text{const.}
\]
for all \( \| x(\vartheta) \|^{(h)} \leq H_0 \); that is, the functional \( V(x(\theta), t) \) is uniformly bounded in the region (30.22). Consequently, to show that the functional \( V \) has an infinitely small upper bound, it would be enough to show that \( V \to 0 \) uniformly for \( \| x(\vartheta) \|^{(h)} \leq H_0 \). As a preliminary step in this, we show that the functional \( V \) satisfies the Lipschitz condition (30.15). We have
\[
| V(x''(\vartheta), t) - V(x'(\vartheta), t) |
\]
\[
= \left| \int_0^\infty \left[ G\left( \| x(x''(\vartheta), t, \tau + \vartheta) \|^{(h)} \right) - G\left( \| x'(\vartheta), t, \tau + \vartheta \|^{(h)} \right) \right] \, d\tau
\]
\[
+ \left[ \sup\left( \| x(x''(\vartheta), t, \tau + \vartheta) \|^{(h)} \right) - \sup\left( \| x'(\vartheta), t, \tau + \vartheta \|^{(h)} \right) \right] \right| \right]
\]
\[
\leq \int_0^\infty G\left( \sup\left( \| x(x''(\vartheta), t, \tau + \vartheta) \|^{(h)} , \| x'(\vartheta), t, \tau + \vartheta \|^{(h)} \right) \right)
\]
\[
\cdot \left( \| x(x''(\vartheta), t, \tau + \vartheta) - x(x'(\vartheta), t, \tau + \vartheta) \|^{(h)} \right) \, d\tau
\]
\[
+ \sup\left( G\left( \| x(x''(\vartheta), t, \tau + \vartheta) \|^{(h)} \right) - G\left( \| x'(\vartheta), t, \tau + \vartheta \|^{(h)} \right) \right) \right| \right].
\]

At this point, we use inequality (27.12) and the second theorem of the mean to obtain the further inequality
\[
| V(x''(\vartheta), t) - V(x'(\vartheta), t) |
\]
\[
\leq \left[ \int_t^\infty G'(\varphi(\tau - t)) e^{L(\tau - t)} \, d\tau + \sup\left( G'(\varphi(\tau - t)) e^{L(\tau - t)} \right. \text{ for } t < \tau \leq \infty \right) \right]
\]
\[
\cdot \| x''(\vartheta) - x'(\vartheta) \|^{(h)}
\]
\[
= (N_1 + N_2) \| x''(\vartheta) - x'(\vartheta) \|^{(h)} ,
\]
which shows that relation (30.15) holds and that there is indeed an infinitely small upper bound. Setting \( x''(\vartheta) = x(\vartheta) \) and \( x'(\vartheta) = 0 \), we then have
\[
V(x(\vartheta), t) \leq K \| x(\vartheta) \|^{(h)} .
\]

Finally, we shall show that the functional \( V(x(\vartheta), t) \) is continuous in \( x(\vartheta) \) and \( t \). From the proof of inequality (30.15), it is sufficient to show merely that \( V(x(\vartheta), t) \) is continuous in \( t \) for a fixed vector function \( x(\vartheta) \).

The first step in the demonstration will be to show that the function \( V(x(\vartheta), t) \) has right upper and lower derivatives that are uniformly bounded as long as the system of equations (30.1) is satisfied. We have (for \( t = t_0 \)
\(\text{(30.23)} \quad \left(\lim_{dt \to 0} \sup \frac{dV}{dt}\right)_{t = t_0} = -\frac{d}{dt}\left[\int_t^\infty G\left(||x(x_0(\vartheta), t_0, t), t, \tau + \vartheta||^{(h)}\right)dt\right]_{t = t_0}
\ geometricaly + \ lim_{dt \to 0} \sup \left\{ \sup \left[ G\left(||x(x_0(\vartheta), t_0 + dt, \tau + \vartheta)||^{(h)}\right) \text{ for } t_0 + dt \leq \tau < \infty \right] - \sup \left[ G\left(||x(x_0(\vartheta), t_0, \tau + \vartheta)||^{(h)}\right) \text{ for } t_0 \leq \tau < \infty \right] \right\}.

The second term in the right member of this equation is nonnegative. Thus
\(\text{(30.24)} \quad \left(\lim_{dt \to 0} \sup \frac{dV}{dt}\right)_{t = t_0} \leq -G\left(||x(x_0(\vartheta), t_0, t_0 + \vartheta)||^{(h)}\right) = -G\left(||x(\vartheta)||^{(h)}\right).

This relation shows that the derivative of the first term in the right member of equation (30.23) simply reduces to the right derivative of the integral with respect to the variable lower limit \(t\).

From relation (30.24) it follows that the value
\(\left(\lim_{dt \to 0} \sup \frac{dV}{dt}\right)_{t = t_0}\)

is indeed a negative-definite functional. Now let us compute the lower right derivative \(\lim_{\varepsilon \to 0} \frac{dV}{dt}\) for \(t \to 0\). The computation is similar to that of (30.23) and we obtain analogously (for \(t = t_0\))
\(\left(\lim_{dt \to 0} \inf \frac{dV}{dt}\right)_{t = t_0} = -G\left(||x_0(\vartheta)||^{(h)}\right) + \lim_{\varepsilon \to 0} \inf \left\{ \sup \left[ G\left(||x(x_0(\vartheta), t_0, t), t, \tau + \vartheta||^{(h)}\right) \text{ for } t \leq \tau < \infty \right] - \sup \left[ G\left(||x(x_0(\vartheta), t_0, \tau + \vartheta)||^{(h)}\right) \text{ for } t_0 \leq \tau < \infty \right] \right\}
\geq -G\left(||x_0(\vartheta)||^{(h)}\right) - G^\prime_x\left(||x(x_0(\vartheta), t_0, \tau + \vartheta)||^{(h)}\right) \cdot \sup \left( |X_i(x_0(\vartheta), t_0)|, \ i = 1, \ldots, n \right) \geq -Q = \text{const.}

Thus we see that along the trajectory \(x(x(\vartheta), t_0, t)\) the functional \(V(x(\vartheta), t)\) has uniformly bounded upper and lower right derivatives in the region \(||x(\vartheta)||^{(h)} < H_0\). For fixed \(t > t_0\) and a fixed curve \(x_0(\vartheta)\), we compute as follows:

\[ |V(x_0(\vartheta), t_0) - V(x_0(\vartheta), t)| \leq |V(x_0(\vartheta), t_0) - V(x(x_0(\vartheta), t_0, t), t)| + |V(x(x_0(\vartheta), t_0, t), t)| \leq Q_1 dt + \sup |X_i(x(\vartheta), t)| \text{ for } ||x(\vartheta)||^{(h)} < H; \ i = 1, \ldots, n |K dt; \]

that is,
\(\text{(30.25)} \quad |V(x_0(\vartheta), t_0) - V(x_0(\vartheta), t)| \leq Q_2 dt \quad (Q_2 = \text{const.}).\)
From inequalities (30.15) and (30.25), we can see that the functional $V(x(\varphi), t)$ depends continuously on $t$ in the following sense: For an arbitrary $\varepsilon > 0$, we can find a $\delta > 0$ such that
\[ |V(x_o(\varphi), t_o) - V(x(\varphi), t)| < \varepsilon \]
whenever
\[ |t - t_o| < \delta \quad \text{and} \quad ||x(\varphi) - x_o(\varphi)||^{(h)} < \delta. \]
Thus we have shown that the functional $V$ satisfies all the conditions of the theorem. The theorem is proved.

It has been shown that a necessary and sufficient condition for the existence of the functional $V$ of theorem 30.2 is that the null solution be asymptotically stable uniformly for a given initial curve $x_o(\varphi)$ and initial moments of time $t_o \geq 0$. In this respect, the situation is similar to that in the case of ordinary differential equations. If the right member of equation (30.1) is a periodic function of time with period $\theta$ (or is independent of the time $t$), then the null solution $x = 0$ is always uniformly asymptotically stable in the sense of property B' (definition 30.2, p. 146).

We shall now prove this assertion. Let the null solution $x = 0$ be an asymptotically stable solution of equation (30.1) and let the right member of this equation be a periodic function of the time with period $\theta$. Furthermore, let the initial curve
\[ ||x_o(\varphi)||^{(h)} \leq H_0 \]
lie in a region containing the point $x = 0$. We shall show first that if $\varepsilon > 0$ is an arbitrary positive number, we can find a number $\delta > 0$ such that $||x(x_o(\varphi), t_o, t)|| < \varepsilon$ for all $t \geq t_o$, provided $||x_o(\varphi)||^{(h)} \leq \delta$. Since $X_t$ is periodic, it is certainly sufficient to demonstrate this assertion for values of $t_o$ in the interval $[0, \theta)$. The definition of stability shows that for a given positive $\varepsilon > 0$, we can find a number $\delta(\varepsilon, \theta) > 0$ such that
\[ ||x(x_o(\varphi), \theta, t + \varphi)||^{(h)} < \varepsilon \quad \text{for all} \quad t \geq 0, \]
provided that
\[ ||x_o(\varphi)||^{(h)} \leq \delta(\varepsilon, \theta). \]
On the other hand, inequality (27.12) shows that
\[ ||x(x_o(\varphi), t_o, \theta + \varphi)||^{(h)} \leq ||x_o(\varphi)||^{(h)} \epsilon^\theta \]
for all $t_o \in [0, \theta)$.

Thus the truth of our assertion can be seen if we simply define the number $\delta$ by $\delta = \delta(\varepsilon, \theta) \epsilon^{-\theta}$.

Now we are able to demonstrate that the null solution is uniformly asymptotically stable in the sense of definition 30.2 (property B'). Let us suppose the contrary. Then there is a sequence of curves $x_{o(\nu)}(\varphi)$ and initial moments of time $t_{o(\nu)} \in [0, \theta)$, $\nu = 1, 2, \ldots$, so arranged that there are points $t_\nu$ on the trajectory $x(x_{o(\nu)}(\varphi), t_{o(\nu)}, t)$ that satisfy the inequality
§ 31. CONDITIONS FOR ASYMPTOTIC STABILITY

\[ ||x(x_0^{(\nu)}(\vartheta_0), t_0^{(\nu)}, t_\nu + \vartheta)||^{(h)} > \varepsilon, \]

where, furthermore, \(|t^{(\nu)} - t_\nu| \to \infty\) for \(\nu \to \infty\) and

\[(30.27) \quad ||x_0^{(\nu)}(\vartheta_0)||^{(h)} < H_0 e^{-2\nu \theta}.\]

Since the functionals \(X_i\) are periodic, we can assume that the numbers \(t_0^{(\nu)}\) lie in the interval \([0, \theta]\). The sequence \(x(x_0^{(\nu)}, t_0^{(\nu)}, 2\theta + \vartheta)\) of functions of the argument \(\vartheta\) is uniformly bounded, continuous, and equicontinuous. Therefore, we can choose a subsequence that is uniformly convergent.

To avoid the necessity of using a double subscript, let us assume that the sequence we have is already this subsequence. Let \(x_0(\vartheta)\) be the limit function of this sequence \(x(x_0^{(\nu)}(\vartheta_0), t_0^{(\nu)}, 2\theta + \vartheta)\). Let us consider the trajectory \(x(x_0(\vartheta_0), 2\theta, t)\). Since the null solution \(x = 0\) is asymptotically stable with respect to the initial curves (30.26), our choice of the initial curves (30.27) makes it clear that we can assume that the curve \(x_0(\vartheta)\) lies in a region containing the point \(x = 0\). Therefore, corresponding to the number \(\delta > 0\) we can find a number \(T\) such that the inequality

\[ ||x(x_0(\vartheta_0), 2\theta, T + \vartheta)||^{(h)} < \frac{\delta}{2}, \]

holds, and furthermore, from inequality (27.12) we can find a number \(N\) such that the inequality

\[ ||x(x_0^{(\nu)}(\vartheta_0), t_0^{(\nu)}, -t_0^{(\nu)} + 2\theta + T + \vartheta)||^{(h)} < \delta \]

holds for all \(\nu > N\). But we have shown above that under these circumstances the inequality

\[ ||x(x_0^{(\nu)}(\vartheta_0), t_0^{(\nu)}, -t_0^{(\nu)} + 2\theta + t + \vartheta)||^{(h)} < \epsilon \]

holds for all \(t > T\). This contradicts the choice of the subsequences \(x_0^{(\nu)}(\vartheta_0)\) and \(t_0^{(\nu)}\). This contradiction shows that the solution \(x = 0\) is uniformly asymptotically stable with respect to the initial curves (30.27).

Thus, if \(X_i\) is a periodic functional, a necessary and sufficient condition for the null solution \(x = 0\) to be asymptotically stable is that there should exist a functional \(V(x(\vartheta), t)\), defined in the neighborhood of the solution \(x = 0\), that satisfies the conditions of theorem 30.1.

31. Some Sufficient Conditions for Asymptotic Stability of Equations with Time Delay

The proof of theorem 30.1 in the preceding section gives conditions that are sufficient and (under definite restrictions) necessary for asymptotic stability of equations with time delay. However, in solving an actual problem, we would only rarely be able to construct a functional that satisfies the conditions of this theorem. In this section we shall give a certain generalization of theorem 30.1 that makes it possible, under definite conditions, to lift some of the requirements on the functional \(V\).

**Theorem 31.1.** If a functional \(V(x(\vartheta), t)\) exists, defined on curves \(\{x_i(\vartheta)\},\)
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\(-h \leq \theta \leq 0, \ i = 1, \cdots, n,\) having an infinitely small upper bound, and satisfying the conditions

(i)

\[ V(x(\theta), t) \geq f(||x(\tau)||_{-h_1 \leq \tau \leq 0}) , \]

where \(f(r)\) is a function that is positive and continuous for \(r \neq 0,\) and

\[ ||x(\tau)||_{-h_1 \leq \tau \leq 0} \text{ means } \sup [|x_i(\tau)| \text{ for } -h_1 \leq \tau \leq 0, \ i = 1, \cdots, n] , \]

\(h_1 \leq h, \ x_i(\tau) = x_i(\theta) \text{ for } \tau = \theta ;\)

(ii)

\[ \lim_{\theta \to +\infty} \sup \left( \frac{\Delta V}{\Delta t} \right) \leq -\varphi(||x(\tau)||_{-h_3 \leq \tau \leq -h_2}) , \]

whenever \(x(t)\) satisfies equation (30.1), where \(\varphi(r)\) is also positive and continuous for \(r \neq 0,\)

\[ ||x(\tau)||_{-h_3 \leq \tau \leq -h_2} \text{ means } \sup [|x_i(\tau)| \text{ for } -h_3 \leq \tau \leq -h_2, \ i = 1, \cdots, n] , \]

\(h \leq h_3 \leq h_2 \leq 0 ;\)

then the solution \(x = 0\) is asymptotically stable.

Proof. Let a positive number \(\epsilon > 0\) be given. If there exists a number \(\delta > 0\) such that the inequality

\[ \sup \left[ V(x_0(\theta_0), t_0) \right] \text{ for } ||x_0(\theta_0)||^{(h)} \leq \delta < \inf \left[ V(x(\theta), t) \right] \text{ for } ||x(\theta)||_{-h_1 \leq \theta \leq 0} \]

holds, then since \(V\) is a nonincreasing function of the time \(t,\) the trajectory \(x(x_0(\theta_0), t_0, t)\) lies in the region \(||x(\theta)||_{-h_1 \leq \theta \leq 0} < \epsilon.\) This proves that the solution \(x = 0\) is stable.

Let us show that the null solution \(x = 0\) is asymptotically stable. If we assumed the contrary, there would have to be a trajectory \(x(x_0(\theta_0), t_0, t)\) such that its initial curve would satisfy the inequality

\[ ||x_0(\theta_0)||^{(h)} < \delta , \]

and at the same time, there would have to be a positive number \(\gamma > 0\) such that \(||x(x_0(\theta_0), t_0, t)||^{(h)} > \gamma\) for all \(t \geq t_0.\) In other words, we are assuming that there exists a sequence of numbers \(t_\nu, \nu = 1, 2, \cdots,\) that increases without bound and is such that the inequality

\[ ||x(x_0(\theta_0), t_0, t_\nu)|| > \gamma > 0 \]

holds. The trajectory \(x(x_0(\theta_0), t_0, t)\) lies in the region \(||x(\theta)|| < \epsilon\) for \(t > t_0,\) as proved above, where the speed of the point \(\{x_i(t)\}\) in the phase space \(\{x_i\}\) is uniformly bounded by some constant \(P.\) Therefore, there is a fixed number \(\beta > 0\) such that

\[ ||x(x_0(\theta_0), t_0, t)|| > \frac{\gamma}{2} \text{ for } t_\nu - \beta \leq t \leq t_\nu + \beta . \]

Thus, the inequality
\[ \lim_{\Delta t \to +\infty} \sup_{t} \left( \frac{\Delta V}{\Delta t} \right) < -\varphi \left( \frac{\gamma}{2} \right) \]

is valid for the interval of time \( \Delta t \), where

\[ \Delta t = (-h_3 - \beta + t_v \leq t \leq t_v + \beta + h_2) , \]

by condition (31.2).

Since the segments \( \Delta t \) can be taken as nonoverlapping, the following inequality is valid along a trajectory

\[ V(x(x_0(\vartheta_0), t_0, t), t) - V(x(x_0(\vartheta_0), t_0) \leq -\varphi \left( \frac{\gamma}{2} \right) \sum_{v=1}^{N} \Delta t_v . \]

Here the sum is taken for all segments \( \Delta t \) that lie wholly within the interval \([t_0, t] \). Since the sum of all such segments \( \Delta t \) is supposed to have increased without bound as \( t \to \infty (N \to \infty) \), then according to our assumptions, it follows that \( \lim V(x(x_0(\vartheta_0), t_0, t), t) = -\infty \) for \( t \to \infty \), which is impossible. This contradiction proves the theorem.

**Remark.** In case either \( h_1 = 0 \) or \( h_2 = h_3 \) the estimate for the functional becomes an estimate for an ordinary function. Moreover, if \( h_1 = 0 \), the functional \( V \) may be a simple function \( v(x, t) \).

Now let us consider the case when the right members \( X_i \) are periodic functions of time and all have the same period \( \theta \) (or are in fact independent of time). In this case condition (31.2) can be somewhat weakened.

**Theorem 31.2.** Suppose that there is a functional \( V \) that

(i) is periodic in time \( t \) (or independent of the time \( t \)),

(ii) has an infinitely small upper bound, and

(iii) satisfies condition (31.1).

Suppose further that

(iv) \( \lim \sup_{t \to +\infty} (\Delta V/\Delta t) \) has a nonpositive value along a trajectory;

(v) in some neighborhood of \( x = 0 \) there is no trajectory (except the null solution itself) along which the relation \( \lim \sup (\Delta V/\Delta t) = 0 \) holds for all \( t \geq t_0 \).

Then the solution \( x = 0 \) is asymptotically stable.

**Proof.** To prove theorem 31.2, it is sufficient to establish that the point \( x = 0 \) is asymptotically stable; we already know it is stable. If we suppose the opposite, then it follows just as it did in the proof of theorem 31.1 that there is a trajectory \( x(x_0(\vartheta_0), t_0, t) \) that does not lie close to the point \( x = 0 \) for \( \| x_0(\vartheta) \|^{(h)} < \delta \) as the time increases; that is, we assume that

\[ \| x(x_0(\vartheta_0), t_0, t_0 + \nu \theta + \vartheta) \|^{(h)} > \gamma \quad (\nu = 1, 2, \cdots) . \]

The uniformly bounded sequence of equicontinuous functions

\[ x(x_0(\vartheta_0), t_0, t_0 + \nu \theta + \vartheta) = y_\nu(\vartheta) \]

has at least one limit element \( y_\nu(\vartheta) \). But the nonincreasing function

\[ V(x(x_0(\vartheta_0), t_0, t), t) = v(t) \]
has a limit as \( t \to \infty \). Calling this limit \( v_\infty \neq 0 \), it would follow from the continuity of the functional \( V \) that the equation

\[
V(y_0(\theta), t_0) = v_\infty
\]

must hold.

Let us consider the trajectory \( x(y_0(\theta_0), t_0, t) \). The hypotheses of the theorem show that the function \( V(x(y_0(\theta_0), t_0, t), t) \) is not identically constant for \( t \geq t_0 \). Thus there must be a value \( t = t_0 + k\theta \) such that

\[
V\left(x(y_0(\theta_0), t_0, t_0 + k\theta), t_0 \right) < V(y_0(\theta), t_0) = v_\infty.
\]

But \( y_0(\theta) \) is a limit element of the sequence \( x(x_0(\theta_0), t_0, t_0 + \nu\theta) \), and therefore, if \( \nu \) is taken sufficiently great, the inequality

\[
V\left(x(x_0(\theta_0), t_0, t_0 + \nu\theta + k\theta), t_0 + \nu\theta + k\theta \right) < v_\infty
\]

must hold. Since this is impossible (by the definition of \( v_\infty \)) the theorem is established.

Remark. Theorem 31.2, which is here proved for equations with time delay, corresponds to theorem 14.1, which we proved for ordinary differential equations.

To construct concrete functionals, it is sometimes convenient to make use of the norm defined by formula (27.6):

\[
||x(\theta)||_{\mathcal{H}} = \left( \int_{-h}^{0} \left[ \sum_{i=1}^{n} x_i^2(\theta) \right] d\theta \right)^{1/2}.
\]

The definition of stability given above used the metric defined by the norm (27.5). The metric defined by the norm (31.4) can be used in a corresponding manner.

Here we shall give this foundation for equations with delay in the time \( t \). We consider the equation

\[
\frac{dx_i}{dt} = X_i(x_i(t - h_i), \ldots, x_n(t - h_in); x_i(t), \ldots, x_n(t), t) \quad (i = 1, \ldots, n; \ 0 \leq h_{ij}(t) \leq h),
\]

where the right members \( X_i(y_1, \ldots, y_n; x_1, \ldots, x_n, t) \) are continuous functions of their arguments and are defined for

\[
|x_i| < H, \quad |y_i| < H \quad (i = 1, \ldots, n).
\]

We suppose further that these functions satisfy a Lipschitz condition with respect to the \( x_j \) and \( y_j \) in the region (31.6),

\[
|X_i(y_i', \ldots, y_n', x_i', \ldots, x_n', t) - X_i(y_i, \ldots, y_n; x_i, \ldots, x_n, t)| \leq L\left( \sum_{j=1}^{n} |x_j' - x_j| + \sum_{j=1}^{n} |y_j' - y_j| \right).
\]
THEOREM 31.3. Suppose there is a functional $V(x(\theta), t)$ that satisfies the conditions

\begin{align*}
|V(x(\theta), t)| &\leq W_1(||x(0)||) + W_2(||x(\theta)||^2) , \\
V(x(\theta), t) &\geq w(||x(0)||) , \\
\limsup_{\Delta t \to +0} \frac{dV}{dt} &\leq -\varphi(||x(0)||) ,
\end{align*}

where $W_1(r)$ and $W_2(r)$ are functions that are continuous and monotonic for $r \geq 0$, and $W_1(0) = W_2(0) = 0$; $w(r)$ is a function that is continuous and positive for $r \neq 0$; and $\varphi(r)$ is a function that is continuous and positive for $r \neq 0$. Then the null solution $x = 0$ of equations (31.5) is asymptotically stable.

Remark. If $X_i$ and $h_{ij}(t)$ are periodic functions of the time $t$, all with period $\theta$ (or if $X_i$ and $h_{ij}$ are independent of the time $t$), then condition (31.9) may be replaced by the following weaker hypothesis: A sufficient condition that

\[ \limsup_{At \to +0} (dV/dt) \leq 0 \]

should be nonpositive along a trajectory is that the equation

\[ \limsup_{At \to +0} (dV/dt) = 0 \]

be valid for all $t \geq t_0$ only along the trajectory $x = 0$.

PROOF OF THE THEOREM. Here it is sufficient to prove only stability of the solution $x = 0$, since asymptotic stability is a necessary consequence of stability, as can be proved by mimicking the proofs of theorems 31.1 and 31.2. Let us suppose then that the positive number $\varepsilon > 0$ is given. We can find a number $\delta > 0$ such that the inequality

\[ W_1(\delta) + W_2(\delta n) < w(\varepsilon) \]

is satisfied. Then, according to inequalities (31.7) and (31.8), the inequality

\[ V(x(\theta), t_0) < w(\varepsilon) \quad \text{for} \quad ||x(\theta)||^{(h)} < \delta \]

is valid. But the function

\[ V(x(x(\theta), t_0, t), t) = v(t) \]

does not increase along a trajectory (31.5) according to the hypothesis of the theorem. Therefore, we can conclude from inequality (31.10) that

\[ V(x(x(\theta), t_0, t + \theta), t) < w(\varepsilon) \quad \text{for all} \quad t \geq t_0 . \]

Thus, by inequality (31.8) we have the relation

\[ ||x(x(\theta), t_0, t)|| < \varepsilon . \]

Inequality (31.11) shows that the solution $x = 0$ is stable, and the theorem is proved.

Now let us give a sufficient condition for asymptotic stability of the null solution $x = 0$ for equations with time delay.
First we make an auxiliary notational agreement. The symbol \( N(H_0, t_0, t) \), for \( t \geq t_0 \), is any family of curves \( \{ x_i(\varphi) \}, i = 1, \ldots, n, -h \leq \varphi \leq 0 \), that contains all the solutions \( x(x_0(\varphi), t_0, t + \varphi) \) (considered as functions of the argument \( \varphi \)) which correspond to all possible initial curves \( x_0(\varphi) \) that are piecewise-continuous for \( t_0 \geq 0 \) and that lie in the region

\[
(31.12) \quad \| x_0(\varphi) \|^{(n)} \leq H_0 \quad (H_0 = \text{const.}) .
\]

**Lemma 31.1.** Let \( H \) be such that all solutions of equation (30.1) which correspond to all initial curves \( x_0(\varphi) \) in the region (31.12) lie, for \( t_0 \leq t < \infty \), in the region

\[
(31.13) \quad \| x(\varphi) \| < H .
\]

Suppose there is a function \( v(x_1, \ldots, x_n, t) \) that is uniformly bounded for \( |x_i| < H, t \geq 0 \). Suppose further that the function \( v \) has the property that for arbitrary \( \gamma > \gamma_0 \) there are numbers \( \alpha(\gamma) > 0, T(\gamma) > 0 \) such that the inequality

\[
(31.14) \quad \left( \limsup_{t \to t_0 + T(\gamma)} \frac{dv}{dt} \right)_{(30.1)} < -\alpha(\gamma) \quad \text{for} \quad t \geq t_0 + T(\gamma)
\]

is satisfied for all curves \( x(\varphi) \in N(H_0, t_0, t) \) that satisfy the inequalities

\[
(31.15) \quad v(x_1(0), \ldots, x_n(0), t) \geq \gamma .
\]

Then the relation

\[
(31.16) \quad \limsup_{t \to \infty} v(x(x_0(\varphi_0), t_0, t), t) \leq \gamma_0 \quad \text{for} \quad t \to \infty
\]

holds along the trajectories of (30.1) uniformly, independent of the initial curve in the region (31.12).

**Proof.** Let the number \( t_0 \geq 0 \) be fixed. Suppose that along some trajectory \( x(x_0(\varphi_0), t_0, t) \), the inequality \( v(x(x_0(\varphi_0), t_0, t^*), t^*) \leq \gamma \) holds for \( t^* \geq t_0 + T(\gamma) \). Then this inequality must also hold for all \( t \geq t^* \). Indeed, if we suppose on the contrary that the inequality is invalid for \( t^{**} > t^* \), then we can assert that at the moment \( t = t^{**} \) there is a number \( \tau > 0 \) such that on the one hand \( v(x(x_0(\varphi_0), t_0, t), t) > \gamma \) for \( t \in [t^{**}, t^{**} + \tau] \) (if \( \tau > 0 \) is a sufficiently small number), and on the other hand the inequality

\[
v(x(x_0(\varphi_0), t_0, t), t) < \gamma \quad \text{for} \quad t \in (t^{**}, t^{**} + \tau)
\]

holds [in view of relations (31.14) and (31.15)]. This contradiction establishes our assertion.

Now let \( \gamma \) be fixed, \( \gamma > \gamma_0 \). Let \( x(x_0(\varphi_0), t_0, t) \) be some trajectory that satisfies inequality (31.15) for \( t > t_0 + T(\gamma) \). According to the hypothesis of the theorem, the function \( v(x(x_0(\varphi_0), t_0, t), t) \) is a monotonically decreasing function of the time for all \( t > t_0 + T(\gamma) \), and since \( v(x(x_0(\varphi_0), t_0, t), t) \) satisfies inequality (31.15), we obtain the relation

\[
\begin{align*}
&v\left(x(x_0(\varphi_0), t_0, t), t\right) - v\left(x(x_0(\varphi_0), t_0, t_0 + T(\gamma)), t_0 + T(\gamma)\right) \\
&\quad \leq -\alpha(\gamma) (t - t_0 - T(\gamma)) .
\end{align*}
\]
Therefore, we see that all these trajectories come into the region $v \leq \gamma$ for $t > t_0 + T(\gamma) + 2\bar{V}/a(\gamma)$, where $\bar{V} = \sup v$. Since the number $\gamma > \gamma_0$ can be taken arbitrarily close to the number $\gamma_0$, the lemma is proved.

Now we can state a theorem that is of fundamental importance for the application of Lyapunov functions to equations with time delay [56]. We call attention to the fact that a similar theorem was proved by Razumihin [156].

**Theorem 31.4.** A sufficient condition for the null solution $x = 0$ of equation (30.1) to be asymptotically stable and the initial curves (31.12) to lie in the region of attraction of the point $x = 0$ is the existence of a function $v(x, t)$ with the following properties:

1. $v$ is positive-definite;
2. $v$ admits an infinitely small upper bound;
3. there exist numbers $H_0, H_1, H$ ($H_0 < H_1 < H$) such that
   \[(31.17) \quad \sup_{||x|| \leq H_0} v(x, t) \leq \inf_{||x|| \leq H_0} v(x, t) \leq \sup_{||x|| \leq H_0} v(x, t) \leq \inf_{||x|| \leq H_0} v(x, t) ;
   \]
4. along an arbitrary trajectory of the system (30.1) $v$ satisfies the inequality
   \[
   \left(\frac{dv}{dt}\right)_{dt=0} < -\varphi(||x(t)||),
   \]
and, for initial curves $x(\vartheta)$, the inequality
   \[(31.18) \quad v(x(t, \xi, \cdots, x_n(t, \xi)) < f(v(x(t, \xi, \cdots, x_n(t, t)))
   \]
holds for $t - h < \xi < t$, where $f(r)$ is some continuous function satisfying the inequality

\[f(r) > r \text{ for } r \neq 0, \quad f(r') - f(r) > 0 \text{ for } r'' > r'.\]

**Proof.** Let us show that for an arbitrary initial curve $x_0(\vartheta)$ which lies in the region (31.12), the inequality
   \[(31.19) \quad ||x(x_0(\vartheta), t_0, t)|| \leq H_1
   \]
holds for all $t \geq t_0$. For if there is a $t \geq t_0$ for which this assertion is not valid, then there is a $t^*$ such that $t^* > t_0$ and for which the inequality
   \[v(x(x_0(\vartheta), t_0, t), t) \leq v_1
   \]
is first violated, where $v_1 = \inf_{||x|| = H_1} [v(x, t) \text{ for } ||x|| = H_1]$. Now we have $v(x(x_0(\vartheta), t_0, t), t) < v_1$ for $t < t^*$, since the relation $dv/dt < 0$ holds at $t = t^*$, according to the hypotheses of the theorem. This contradicts the supposition that (31.19) is violated. That is, if $||x_0(\vartheta)||^{(h)} \leq H_0$, the hypotheses of the theorem have as a consequence the fact that the trajectories $x(x_0(\vartheta), t_0, t)$ lie in $||x|| < H$ for all $t \geq t_0$.

Lemma 31.1 shows that to complete the proof of the theorem it is sufficient to establish the fact that for every $\gamma > 0$ there is a number $T(\gamma) > 0$ such that the family of curves satisfying condition (31.18) for $t > t_0 + T(\gamma)$ includes all integral curves $\{x(t)\} = \{x_0(\vartheta), t_0, t\}$ for which the inequality

\[v(x(x_0(\vartheta), t_0, t), t) \leq v_1\]
\[ v(x_0(\vartheta_0), t_0, t), t) \geq \gamma \text{ holds. The assertion is indeed true when } \gamma^* = v_1 + 1. \]

For we showed above that the integral curves \( x(x_0(\vartheta_0), t_0, t) \) do not satisfy the inequality \( v(x_0(\vartheta_0), t_0, t), t) \geq v_1 + 1 \) for \( ||x_0(\vartheta_0)||^{(h)} \leq H_0 \). Let \( \gamma_0 > 0 \) be the lower bound of all values of \( \gamma \) for which our assertion is valid. Now, \( f(r) \) has the property that we can find a number \( \eta > 0, \eta < \gamma_0 \), such that the inequality \( f(r) - r > 2\eta \) holds for \( \gamma_0 - \eta \leq r \leq \gamma_0 + \eta \). Furthermore, lemma 31.1 shows that there is a number \( \tau \) such that for all \( t > t_0 + \tau \) the inequality \( v(x_0(\vartheta_0), t_0, t), t) < \gamma_0 + \eta \) is satisfied for all initial curves \( ||x_0(\vartheta_0)||^{(h)} \leq H_0 \).

Therefore, the integral curves that satisfy the inequality

\[ v(x_0(\vartheta_0), t_0, t), t) \geq \gamma_0 - \eta \text{ for } t > t_0 + \tau + h \]

satisfy the inequality

\[ v(x_0(\vartheta_0), t_0, \xi), \xi) < \gamma_0 + \eta < f\left(v(x_0(\vartheta_0), t_0, t), t)\right) \quad (\xi \in [t - h, t]) . \]

Thus, the number \( \tau + h \) is such that, on the curves for which the relation

\[ v(x_0(\vartheta_0), t_0, t), t) \geq \gamma_0 - \eta \text{ for } t > t_0 + \tau + h \]

holds, condition (31.14) of the lemma is satisfied. This contradicts the assumption that the number \( \gamma_0 > 0 \) is a lower bound of all the numbers \( \gamma \) for which the hypotheses of the lemma are satisfied, and this contradiction establishes the theorem.

Notes. R. Driver [39b] has extended the above methods to cases in which the delay interval \( h \) [equation (27.1)] is a function of \( t \). It is easily checked that if \( 0 < \lambda < 1 \), the null solution of \( x'(t) = x(\lambda t) \) is unstable on \([0, \infty)\). This book does not consider this equation; Driver does. Some Russian authors and Hale [71a] have considered similar equations—this fact is mentioned on p. 126 of this work. The interest of the work of Driver and Hale lies in their systematic extension of (27.1) to the case in which the functional in the right member of (27.1) depends on values of \( x(t) \) over variable intervals; i.e., the right member of equation (27.2) is a functional, and not merely a function.

Recently Levin and Nohel [111c], [111d], [111e] have studied global behavior of solutions of a class of nonlinear Volterra equations and delay equations by using suitable Lyapunov functionals. As is to be expected, these do not satisfy the stability criteria of sections 30 and 31 above.

Consider first the equation

\[ (31.20) \quad \frac{dx}{dt} = -\int_0^t a(t - \tau)g(x(\tau)) \, d\tau \quad (t \geq 0) , \]

where

(i) \( a(t) \) is completely monotonic on \( 0 \leq t < \infty \),

(ii) \( g(x) \in C(-\infty, \infty), \ xg(x) > 0 \ (x \neq 0), \ G(x) = \int_0^x g(\xi) \, d\xi \to \infty \ (|x| \to \infty) . \)
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(A special case occurs in certain reactor dynamics problems; the linear problem is considered in [111].) By using the Lyapunov functional

\[ V(t) = G(u(t)) + \frac{1}{2} \int_0^t \int_0^t a(\tau + s)g(u(t - \tau))g(u(t - s)) \, d\tau \, ds , \]

where \( u(t) \) is any solution of (31.20) for \( t \geq 0 \), together with S. Bernstein's representation [73, pp. 588, 592] of \( a(t) \) as a Laplace-Stieltjes transform \( \int_s e^{-st} \, da(s) \), the following result is obtained in [111c]:

**Theorem 31.5.** Let (i), (ii) be satisfied. If \( a(t) \neq a(0) \) and if \( u(t) \) is any solution of (31.20) which exists on \( 0 \leq t < \infty \), then \( \lim_{t \to \infty} d^ju(t)/dt^j = 0, j = 0,1,2. \)

If the complete monotonicity of \( a \) in (i) above is replaced by


\[(i') \quad a(t) \in C[0, \infty), \quad (-1)^k a^{(k)}(t) \geq 0 \quad (0 < t < \infty; \quad k = 0,1,2,3), \]

it is shown in [111d]:

**Theorem 31.6.** Let (i), (ii) be satisfied. If \( a(t) \neq a(0) \), then the conclusion of Theorem 31.5 holds.

The proof of Theorem 31.6 is based on the Lyapunov functional

\[ E(t) = G(u(t)) + \frac{1}{2} a(t) \left( \int_0^t g(u(\tau)) \, d\tau \right)^2 - \frac{1}{2} \int_0^t a'(t - \tau) \left( \int_{\tau}^t g(u(s)) \, ds \right)^2 \, d\tau . \]

While the interest here is in the behavior of solutions of (31.20) as \( t \to \infty \), it may be noted that the *a priori* bounds obtained in the proofs of Theorems 31.5 and 31.6, as well as in Theorem 31.7 below, and recent results in [141b] readily imply that every local solution of (31.20) may be continued (not necessarily uniquely) over \( 0 \leq t < \infty \). It may also be remarked that the proofs of Theorems 31.5 and 31.6 utilize not only \( V(t), E(t) \geq 0; V'(t), E'(t) \leq 0 \), but also boundedness of \( |V''(t)|, |E''(t)| \) over \( 0 \leq t < \infty \), which, of course, imply \( V''(t), E''(t) \to 0 \) as \( t \to \infty \).

In [111e] the nonlinear delay equation

(31.21) \[ \frac{dx}{dt} = - \int_{t-L}^t a(t - \tau)g(x(\tau)) \, d\tau \quad (0 \leq t < \infty) \]

is considered with solutions satisfying the initial condition

(31.22) \[ x(t) = \Psi(t) \quad (-L \leq t \leq 0) , \]

where \( L > 0 \) is a constant and where \( \Psi \) is a given real continuous function. Let \( a(t) \in C[0, L] \) satisfy \((i')\) on \( 0 < t \leq L \), and let \( a(L) = 0; \) let \( g(x) \) satisfy (ii). The method of Theorem 31.6, applied to the functional

\[ G(u(t)) - \frac{1}{2} \int_{t-L}^t a'(t - \tau) \left( \int_{\tau}^t g(u(s)) \, ds \right)^2 \, d\tau \geq 0 , \]

shows that if \( a''(t) \neq 0, 0 \leq t < L \) and if \( u(t) \) is any solution of (31.21), (31.22) existing on \( 0 \leq t < \infty \), then the conclusion of Theorems 31.5 and 31.6 again holds. However, if \( a''(t) \equiv 0 \) and the other conditions are as above, this
method gives only boundedness of $|d^k u/dt^k|$ on $0 \leq t < \infty$, $k = 0, 1, 2$. Therefore the equation

$$(31.23) \quad \frac{dx}{dt} = -\frac{1}{L} \int_{t-L}^{t} (L - (t - \tau))g(x(\tau)) \, d\tau \quad (0 \leq t < \infty),$$

with solutions satisfying (31.22), requires a more detailed study. Note that the kernel in (31.23) obviously satisfies the requirement of $a(t)$ in (31.21) above.

Let $g(x)$ satisfy (ii) as well as

(iii) for each $A > 0$ there exists a constant $K = K(A) > 0$, such that $|g(x) - g(y)| \leq K|x - y|$, where $|x|, |y| \leq A$.

If $(\alpha, \beta) \neq (0, 0)$, let $\Gamma = \Gamma(\alpha, \beta)$ be the (necessarily unique) periodic orbit of the ordinary differential equation

$$(31.24) \quad \frac{d^2 x}{dt^2} + g(x(t)) = 0,$$

passing through the point $(\alpha, \beta)$ in the phase plane associated with (31.24). If $(\alpha, \beta) = (0, 0)$, let $\Gamma$ be the origin.

**Theorem 31.7.** Let (ii), (iii) be satisfied. Let $u(t)$ be any solution of (31.23) which exists for $t > 0$ and satisfies (31.22). Then there exists a constant $K > 0$ such that $|d^k u/dt^k| \leq K$, $0 \leq t < \infty$, $k = 0, 1, 2$. Moreover, if $\mathcal{Q}$ is the set of points $\mathcal{Q} = \{(x, y); x = \lim_{n \to \infty} u(t_n), y = \lim_{n \to \infty} u'(t_n) \text{ for some } \{t_n\} \to \infty\}$, then there exists a unique orbit $\Gamma$ of (31.24) such that $\mathcal{Q} = \Gamma$, where $\Gamma$ depends only on $\mathcal{Q}$. If $\Gamma \neq (0, 0)$, then there exists an integer $m \geq 1$ such that $L = m\gamma(\alpha, \beta)$, where $\gamma(\alpha, \beta)$ is the least period of the solutions of (31.24) associated with the orbit $\Gamma$ through the point $(\alpha, \beta)$.

The proof of Theorem 31.7 makes use of the Lyapunov functional

$$G(u(t)) + \frac{1}{2L} \int_{t-L}^{t} \left( \int_{\tau}^{t} g(u(s)) \, ds \right)^2 \, d\tau \geq 0,$$

and the periodicity of all solutions of (31.24), combined with the type of reasoning reminiscent of the study of autonomous systems of ordinary differential equations in the plane. Theorem 31.7 has been obtained by Brownell and Ergen [26a] but under considerably more severe hypotheses than (ii), (iii) and by different (less elementary) methods.
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Application of Lyapunov's Method to the Problem of Stability of Equations with Time Delay

In this chapter we consider applications of the theorems given in the preceding chapter to certain problems of stability for equations with time delay. In section 32 we consider the question of stability for a persistent disturbance. In section 33 we consider first-order stability. In section 34 we construct specific functionals for certain systems with time delay.

32. Stability for Persistent Disturbances

The general theorems proved in the preceding sections can be extended to equations with time delay. The methods used are in essence an extension of Lyapunov's second method for ordinary equations. In this section we consider in particular the problem of stability for a persistent disturbance, when the equation involves delay in the argument $t$. We first make a definition that corresponds to the definition previously made for ordinary equations when there is a persistent disturbance. (See section 24, p. 101.)

Let us consider the equation with time delay

$$
\frac{dx_i}{dt} = X_i\left(x_i(t), \cdots, x_n(t); x_i(t - h_{i1}(t)), \cdots, x_n(t - h_{in}(t)), t\right),
$$

(0 ≤ h_{ij}(t) ≤ h; i, j = 1, \cdots, n),

where the continuous functions $X_i(x_1, \cdots, x_n; y_1, \cdots, y_n, t)$ are defined for $|x_j| < H, |y_j| < H$ and satisfy a Lipschitz condition with respect to $x_j, y_j$; i.e.,

$$
|X_i(x_1', \cdots, x_n'; y_1', \cdots, y_n', t) - X_i(x_1', \cdots, x_n'; y_1', \cdots, y_n', t)|
\leq L(|x_1' - x_1| + \cdots + |x_n' - x_n| + |y_1' - y_1| + \cdots + |y_n' - y_n|).
$$

Moreover, we assume as usual that $X_i(0, \cdots, 0; 0, \cdots, 0, t) = 0$ ($i = 1, \cdots, n$).

In addition to the system (32.1), we consider the "perturbed" system of equations

$$
\frac{dx_i}{dt} = X_i\left(x_i(t), \cdots, x_n(t); x_i(t - h^*_{i1}(t)), \cdots, x_n(t - h^*_{in}(t)), t\right) + R_i\left(x_i(t), \cdots, x_n(t); x_i(t - g_{ij}(t)), \cdots, x_n(t - g_{ij}(t)), t\right),
$$

(i, j = 1, \cdots, n; 0 ≤ h_{ij}^*(t) ≤ h; 0 ≤ g_{ij}(t) ≤ h),

(32.3)
where the continuous functions $R_i$ are not required to reduce to 0 for $x_j = y_j = 0$.

Definition 32.1. The null solution $x = 0$ of the system (32.1) is called stable for persistent disturbances if for every $\varepsilon > 0$ there exist positive numbers $\delta_0, \eta, \Delta$ such that the solution $x(x_0(\theta_0), t_0, t)$ of the system (32.3) satisfies the inequality

$$|| x(x_0(\theta_0), t_0, t) || < \varepsilon$$

for all $t \geq t_0, t_0 \geq 0$, whenever the initial curve $x_0(\theta_0)$ satisfies the inequality

$$|| x_0(\theta_0) ||^{(h)} \leq \delta_0$$

and the perturbed time delays $h_{ij}$ and the functions $R_i$ satisfy the inequalities

$$| R_i(x_1, \ldots, x_n; y_1, \ldots, y_n, t) | < \eta \quad (i = 1, \ldots, n)$$

for $|| x || < \varepsilon, || y || < \varepsilon$, and

$$| h_{ij}(t) - h_{ij}^*(t) | < \Delta \quad (i, j = 1, \ldots, n).$$

In section 24 (p. 102) we saw that for ordinary equations a sufficient condition for stability under persistent disturbances is asymptotic stability that is uniform with respect to the coordinates and the time of the initial perturbation; the proof of this fact is based on the theorem on the existence of a Lyapunov function. The corresponding theorem needed in the present context is theorem 30.2, which asserts the existence of the functional $V$. The analogous facts for equation (32.1) with time delay are given by the following theorem.

Theorem 32.1. Suppose that the null solution $x = 0$ of equation (32.1) is asymptotically stable uniformly with respect to time $t_0$ and the initial curve $x_0(\theta_0)$, in the sense of definition 30.2 (p. 146). Then the null solution $x = 0$ is stable for persistent disturbances.

Remark. If $X_i$ and $h_{ij}(t)$ are periodic functions of the time $t$ of period $\theta$, or are independent of the time, then (as was shown on p. 150), the asymptotic stability of the null solution $x = 0$ is always uniform with respect to $x_0(\theta_0)$ and $t_0$. It follows in this case that the null solution $x = 0$ is stable under persistent disturbances when it is asymptotically stable.

Proof of the Theorem. By theorem 30.2, the hypotheses of theorem 31.1 guarantee the existence of a functional $V$ that satisfies the conditions (30.1) and moreover satisfies a Lipschitz condition (30.15) with respect to $x(\theta)$. Now let $\varepsilon (\varepsilon > 0)$ be an arbitrary positive number. Since the functional $V(x(\theta), t)$ is positive-definite, there is a constant $\beta > 0$ with the property

$$V(x(\theta), t) > \beta \quad \text{for} \quad || x(\theta) ||^{(h)} = \varepsilon, \ t \geq 0.$$

Since the functional $V$ admits an infinitely small upper bound, there must be a number $\delta > 0$ with the property
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(32.9) \[ V(x(\varphi), t) < \beta \quad \text{for} \quad || x(\varphi) ||^{(h)} = \delta, \quad t \geq 0. \]

In the region

(32.10) \[ \delta \leq || x(\varphi) ||^{(h)} \leq \varepsilon \]

the inequality

(32.11) \[ \limsup_{dt \to +0} \left( \frac{\Delta V}{\Delta t} \right)_{(32.1)} \leq -\alpha \]

is satisfied for some positive constant \( \alpha > 0 \). This is the meaning of negative-definiteness. Now we calculate the value of the quantity

(32.12) \[ \limsup_{dt \to +0} \left( \frac{\Delta V}{\Delta t} \right)_{(32.3)} \]

along trajectories of the system (32.3):

\[ \limsup_{dt \to +0} \left( \frac{\Delta V}{\Delta t} \right)_{(32.3)} \leq \limsup_{dt \to +0} \left( \frac{\Delta V}{\Delta t} \right)_{(32.1)} + \limsup_{dt \to +0} \left( \frac{1}{\Delta t} \left[ V(x^{(1)}(t + \Delta t + \varphi), t + \Delta t) \right. \right. \]

\[ \left. \left. - V(x^{(3)}(t + \Delta t + \varphi), t + \Delta t) \right] \right) \]

where the symbols \( x^{(1)}(t), x^{(3)}(t) \) denote trajectories of systems (32.1) and (32.3), respectively. By condition (30.15), we have the inequalities

\[ | V(x^{(1)}(t + \Delta t + \varphi), t + \Delta t) - V(x^{(3)}(t + \Delta t + \varphi), t + \Delta t) | \]

\[ < K || x^{(1)}(t + \Delta t + \varphi) - x^{(3)}(t + \Delta t + \varphi) ||^{(h)}. \]

On the other hand, applying inequalities (32.2) to equations (32.1) and (32.3), we see that

\[ \limsup_{dt \to +0} \left( \frac{1}{\Delta t} || x^{(1)}(t + \Delta t + \varphi) - x^{(3)}(t + \Delta t + \varphi) ||^{(h)} \right) \]

\[ \leq \sup | R_i | + L \sum_{i=1}^{n} | x_j(t - h_{ij}^*) - x_j(t - h_{ij}) |. \]

We turn to the summands in the last expression. Let \( t > 2h \). Suppose that for \( \tau < t \), the trajectory \( x^{(3)}(\tau) \) lies in the region \( || x(\varphi) ||^{(h)} < \varepsilon \). Then the functions \( x_j^{(3)}(\tau) \) satisfy a Lipschitz condition with respect to \( \tau \) for some constant \( L_1 \) (section 28, p. 133):

\[ | x_j(t - h_{ij}) - x_j(t - h_{ij}^*) | \leq | h_{ij} - h_{ij}^* | L_1. \]

With this inequality in hand, we obtain the further estimate

\[ \limsup_{dt \to +0} \left( \frac{\Delta V}{\Delta t} \right)_{(32.3)} \leq -\alpha + K(\sup | R_i | + n^2 LL_1 \sup | h_{ij} - h_{ij}^* |); \]

this is valid along all the integral curves of (32.3) in the region (32.10) for \( t > t_0 + 2h \) whenever these trajectories \( x_i(\tau) \) of (32.3) lie in the region
\[ || x || < \varepsilon \text{ for all } \tau < t. \]

If the functions \( R_i \) and \( h_{ij}^* \) satisfy inequalities (32.6) and (32.7), where \( \eta < \alpha/(4K) \) and \( \Delta < \alpha/(4n^2LL_i) \), then the estimate

\[ (32.13) \]

\[ \lim_{dt \to 0} \sup \left( \frac{dV}{dt} \right)_{(32.3)} < -\frac{\alpha}{2} \]

is valid in the region (32.10) along all the integral curves of (32.3) satisfying the above hypothesis. In view of conditions (32.8), (32.9), and (32.13), we conclude that when \( t \) increases further, the trajectories in question do not leave the region \( || x || < \varepsilon \). Now let us apply (27.12). Whenever \( || x_0(\vartheta_0) || < \delta_e^{-2hL} \), it follows that the conditions postulated above are valid for \( t = t_0 + 2h \) along an arbitrary trajectory of (32.3). Thus we have shown that the inequality \( || x(x_0(\vartheta_0), t_0, t) || < \varepsilon \) is valid, provided that inequalities (32.6) and (32.7) can be satisfied with positive constants \( \delta_0 \) and \( \Delta \) that are sufficiently small, and provided further that \( || x_0(\vartheta_0) ||^{(h)} < \delta_e^{-2hL} \). Thus the choice \( \delta_0 = \delta_e^{-2hL} \) does satisfy all the conditions needed. The theorem is proved.*

**Remark.** If a persistent disturbance is bounded in the mean, the result established for ordinary equations (section 24, p. 102) can be extended to equations with time delay. To obtain this extension, one must replace the function \( f = v(x, t)e^{\beta(t)} \) used there by the functional \( F = V(v(\vartheta), t)e^{\beta(t)} \). The result in question was formulated by Germaidze. We content ourselves with giving the result.

Let \( T \) be a fixed positive constant \( (T > 0) \). Consider various functions \( R_i \) and \( h_{ij}^*(t) \) and suppose there exist corresponding functions \( \phi_1(t) \) and \( \phi_2(t) \) such that the inequalities

\[ (32.14) \quad | R_i(x_1, \cdots, x_n; y_1, \cdots, y_n, t) | < \phi_1(t) \]

for \( | x_i | < \varepsilon, | y_i | < \varepsilon, \sup | h_{ij}(t) - h_{ij}^*(t) | < \phi_2(t), \)

\[ (32.15) \quad \int_{t_0}^{t_0 + T} \phi_1(\xi) \, d\xi < \eta, \quad \int_{t_0}^{t_0 + T} \phi_2(\xi) \, d\xi < \Delta, \]

hold.

If the null solution \( x = 0 \) of equation (32.1) is asymptotically stable, uniformly in \( x_0(\vartheta_0) \) and \( t_0 \), then for every positive number \( \varepsilon > 0 \), however small, we can find numbers \( \eta > 0, \delta_0 > 0, \) and \( \Delta > 0 \) such that whenever relations (32.14) and (32.15) hold, and the initial value \( x_0(\vartheta_0) \) satisfies inequality (32.5), the solution \( x(x_0(\vartheta_0), t_0, t) \) of the system of equations (32.3) will satisfy the inequality \( || x(x_0(\vartheta_0), t_0, t) || < \varepsilon \) for all \( t \geq t_0, \ t_0 \geq 0 \).

### 33. First-order Stability for Equations with Time Delay

Virtually the entire theory of first-order stability for ordinary differential equations carries over to equations with time delay.

An outline of the facts will suffice. First we generalize theorem 11.1, which asserts the existence of the function \( v(x, t) \). The corresponding

* Repin [163] solved the first-order stability problem for equations with time delay and also the problem of stability with persistent disturbances.
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Theorem on the existence of a functional $V(x(\varphi), t)$ is theorem 33.1, proved below. This theorem applies to systems of equations

\begin{equation}
\frac{dx_i}{dt} = X_i(x_1(t + \varphi), \cdots, x_n(t + \varphi), t)
\end{equation}

with time delay, where the functionals $X_i$ satisfy the conditions imposed in section 27 (pp. 127–28). We first prove a lemma.

**Lemma 33.1.** If the solution $x(x_0(\varphi_0), t_0, t)$ of system (33.1) satisfies the condition

\begin{equation}
|| x(x_0(\varphi_0), t_0, t) ||^{(h)} \leq B || x_0(\varphi_0) ||^{(h)} \exp \left(-\alpha(t - t_0)\right), \quad t \geq t_0,
\end{equation}

in the region

\begin{equation}
|| x_0(\varphi_0) ||^{(h)} < H_0 = \frac{H}{B},
\end{equation}

then we can find a functional $V(x(\varphi), t)$ that satisfies the following conditions in the region (33.3):

\begin{equation}
c_1 || x(\varphi) ||^{(h)} \leq V(x(\varphi), t) \leq c_2 || x(\varphi) ||^{(h)},
\end{equation}

\begin{equation}
\limsup_{dt \to 0} \left( \frac{dV}{dt} \right)_{(33.1)} \leq -c_3 || x(\varphi) ||^{(h)},
\end{equation}

\begin{equation}
| V(x'(\varphi), t) - V(x'(\varphi), t) | \leq c_4 || x''(\varphi) - x'(\varphi) ||^{(h)}
\end{equation}

(c_1, \cdots, c_4 are positive constants).

**Proof.** We define the functional

\begin{equation}
V(x_0(\varphi_0), t_0) = \int_{t_0}^{t_0 + T} || x(x_0(\varphi_0), t_0, \xi + \varphi) ||^{(h)} d\xi
\end{equation}

\begin{equation}
+ \sup \left[ || x(x_0(\varphi_0), t_0, \xi + \varphi) ||^{(h)} \right] \quad \text{for} \quad t_0 \leq \xi \leq t_0 + T
\end{equation}

\begin{equation}
T = \frac{1}{\alpha} \ln 2B
\end{equation}

and show that it has the stated properties. In the first place, relation (33.2) shows that if the initial curve $x_0(\varphi_0)$ lies in the region (33.3), the solution $x(x_0(\varphi_0), t_0, t)$ lies in the region $|| x(\varphi) ||^{(h)} < H$ for $t \geq t_0$. For the right members of system (33.1) are defined in this region, and therefore the solution $x(x_0(\varphi_0), t_0, t)$ can be extended for all $t \geq t_0$. Thus the functional (33.7) is defined in the region (33.3). The left inequality of (33.4) (even with $c_1 = 1$) follows from the obvious relations

\begin{equation}
\sup \left[ || x(x_0(\varphi_0), t_0, \xi + \varphi) ||^{(h)} \right] \quad \text{for} \quad t_0 \leq \xi \leq t_0 + T \leq || x_0(\varphi_0) ||^{(h)}.
\end{equation}

The right inequality of (33.4) follows from condition (33.2) and the relation

\begin{equation}
V(x_0(\varphi_0), t_0) \leq \int_{t_0}^{t_0 + T} B || x_0(\varphi_0) ||^{(h)} \exp \left(-\alpha(t - t_0)\right) dt + || x_0(\varphi_0) ||^{(h)} B
\end{equation}

\begin{equation}
= B \left[ 1 + \frac{1}{\alpha} \left( 1 - \frac{1}{2B} \right) \right] || x_0(\varphi_0) ||^{(h)}.
\end{equation}
Relation (33.2) shows that the second term of the right member of equation (33.7) does not increase with increasing $t_0$ [along trajectories of the system (33.1)]. Thus

$$
\lim_{dt \to 0} \sup_{t = t_0} \left( \frac{\Delta V}{dt} \right)_{t = t_0} \leq \lim_{dt \to 0} \left( \int_{t_0}^{t_0 + T + dt} \| x(x_0(\varphi), t_0, \xi + \varphi) \|^{(h)} d\xi - \int_{t_0}^{t_0 + T} \| x(x_0(\varphi), t_0, \xi + \varphi) \|^{(h)} d\xi \right) = -\| x(x_0(\varphi_0), t_0, t_0 + T + \varphi) \|^{(h)}.
$$

Therefore, relation (33.2) and the choice of the number $T$ ensure that

$$
\lim_{dt \to 0} \sup_{t = t_0} \left( \frac{\Delta V}{dt} \right) \leq -\frac{1}{2} \| x(x_0(\varphi_0)) \|^{(h)},
$$

and this demonstrates inequality (33.5) (even with $c_3$ taken as $\frac{1}{2}$).

Now we come to inequality (33.6). We use (33.2) and substitute into the integral to obtain

$$
| V(x_0'(\varphi_0), t_0) - V(x_0(\varphi_0), t_0) | \\
\leq \int_{t_0}^{t_0 + T} \| x(x_0'(\varphi_0), t_0, \xi + \varphi) - x(x_0(\varphi_0), t_0, \xi + \varphi) \| d\xi \\
+ \sup_{t_0 \leq \xi \leq t_0 + T} \left( \| x(x_0'(\varphi_0), t_0, \xi + \varphi) - x(x_0'(\varphi_0), t_0, \xi + \varphi) \|^{(h)} \right) \\
\leq \int_{t_0}^{t_0 + T} \| x_0'(\varphi_0) - x_0'(\varphi_0) \|^{(h)} e^{\lambda T} d\xi + \| x_0'(\varphi_0) + x_0'(\varphi_0) \|^{(h)} e^{\lambda T} \\
= c_4 \| x_0'(\varphi_0) - x_0'(\varphi_0) \|^{(h)}.
$$

This establishes inequality (33.6), and the lemma is proved.

The following theorem is a consequence of theorem 29.1 and lemma 33.1.

**Theorem 33.1.** Let $X_i(x_i(\varphi), \ldots, x_n(\varphi))$ be linear functionals. If the roots $\lambda$ of the characteristic equation

$$
\det \begin{bmatrix}
X_{11} - \lambda & \cdots & X_{1n} \\
\cdots & \cdots & \cdots \\
X_{n1} & \cdots & X_{nn} - \lambda
\end{bmatrix} = 0 \\
(X_{ij} = X_i(0, \cdots, e^{\lambda \varphi}, \cdots, 0))
$$

satisfy the inequality

$$
(33.9) \quad \Re \lambda < -\gamma
$$

for some positive constant $\gamma > 0$, then there is a functional $V(x(\varphi), t)$ that satisfies conditions (33.4)–(33.6).

**Remark.** As the proof of lemma 33.1 shows, the existence of a functional $V(x(\varphi), t)$ for which the estimates (33.4)–(33.6) are valid does not depend
§ 33. FIRST-ORDER STABILITY

primarily on the fact that the functionals $X_i$ are linear. It depends rather on the specific type of estimate (33.2) that is valid along the trajectories $x(x_0(\varphi), t_0, t)$ leaving the point $x = 0$ as $t$ increases. It also follows that inequality (33.2) is characteristic of linear systems whose right members are independent of the time $t$.

From theorem 33.1 we can obtain first-order stability theorems for equations with time delay. We now prove one such theorem.

We consider the system of equations

$$\frac{dx_i}{dt} = X_i(x_1(\varphi), \ldots, x_n(\varphi)) + R_i(x_1(\varphi), \ldots, x_n(\varphi), t),$$

where $X_i$ are linear functionals and $R_i$ are arbitrary continuous functionals that we assume satisfy the inequality

$$|R_i(x_1(\varphi), \ldots, x_n(\varphi), t)| \leq \beta \|x(\varphi)\| \tag{33.11}.$$

**Theorem 33.2.** If the roots $\lambda$ of equation (33.8) satisfy inequality (33.9), then we find a positive constant $\beta > 0$ such that the null solution $x = 0$ of system (33.10) is asymptotically stable for arbitrarily chosen continuous functionals $R_i$ subject to condition (33.11).

**Proof.** Theorem 33.1 shows that the hypotheses of theorem 33.2 guarantee the existence of a functional $V(x(\varphi), t)$ that satisfies conditions (33.4)-(33.6). Evaluation of the functional in question along trajectories of the system (33.10) proceeds as follows:

$$\limsup_{t \to +0} \left( \frac{dV}{dt} \right) \leq \limsup_{t \to +0} \left( \frac{1}{dt} [V(x^{(10)}(t + dt + \varphi), t + dt) - V(x^{(10)}(t + \varphi), t)] \right)$$

$$\leq \limsup_{t \to +0} \left( \frac{1}{dt} [V(x^{(11)}(t + dt + \varphi), t + dt) - V(x^{(11)}(t + \varphi), t)] \right)$$

$$+ \limsup_{t \to +0} \left( \frac{1}{dt} [V(x^{(10)}(t + dt + \varphi), t + dt) - V(x^{(1)}(t + dt + \varphi), t + dt)] \right)$$

$$\leq -c_3 \|x(t + \varphi)\| \tag{33.11}$$

$$+ c_4 \limsup_{t \to +0} \left( \frac{1}{dt} \|x^{(10)}(t + dt + \varphi) - x^{(11)}(t + dt + \varphi)\| \right).$$

Here the symbols $x^{(10)}(t)$ and $x^{(11)}(t)$ denote trajectories of the systems (33.10) and (33.1), respectively. Using inequality (33.11) and equation (33.10), we obtain the following estimate:

$$\limsup_{t \to +0} \left( \frac{dV}{dt} \right) \leq (-c_3 + c_4 \beta) \|x(t + \varphi)\| \tag{33.10}.$$

If the positive number $\beta (\beta > 0)$ satisfies the condition
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then the value of $\lim_{t \to 0} \sup (\partial V/\partial t)_{(33.10)}$ is a negative-definite functional. Thus the functional $V_\epsilon(\phi, t)$ does satisfy the conditions of theorem 33.1 along trajectories of the system (33.10), and the null solution $x = 0$ is therefore asymptotically stable. The theorem is proved.

In the special equation with time delay that has the form

$$(33.14) \quad \frac{dx_i}{dt} = \sum_{j=1}^{n} [a_{ij} x_j(t) + b_{ij} x_j(t - h_{ij})] + R_i(x_1, \ldots, x_n, x_1(t - h_{ij}^*(t)), \ldots, x(t - h_{ij}^*(t)), t)$$

with $h_{ij}$ constant, $0 \leq h_{ij} \leq h$, and $0 \leq h_{ij}^*(t) \leq h$, theorem 33.2 takes the following form:

**If the roots of the characteristic equation**

$$(33.15) \quad \det \begin{bmatrix} a_{11} \exp(-\lambda h_{11}) - \lambda \cdots a_{1n} \exp(-\lambda h_{1n}) \\ \vdots \\ a_{n1} \exp(-\lambda h_{n1}) \cdots a_{nn} \exp(-\lambda h_{nn}) - \lambda \end{bmatrix} = 0$$

**satisfy the inequality**

$$(33.16) \quad \Re \lambda < -\gamma$$

**for some positive constant $\gamma > 0$, then we can find a positive constant $\beta > 0$ such that the null solution $x = 0$ of system (33.14) is asymptotically stable for every continuous function $R_i(x_1, \ldots, x_n; y_1, \ldots, y_n, t)$ and every delay $h_{ij}^*(t)$ that satisfies the inequalities**

$$(33.17) \quad |R_i(x_1, \ldots, x_n; y_1, \ldots, y_n, t)| \leq \beta(\|x\| + \|y\|).$$

**Remark.** This theorem includes as a special case certain results of Bellman [19], [20] and Wright [188] on first-order stability of equations with time delay. Furthermore, the results we have just obtained can be generalized to the case in which the inequalities of the form (33.11) are postulated to hold for the mean values of the functions $R_i$ for a certain interval $T$ of the time. The method of proof of this latter assertion corresponds to the method used for ordinary equations on pp. 102-5, except that in the place of the function $v(x, t)$, we use the functional $V(x(\phi), t)$. The result is as follows.**

If the roots $\lambda$ of equation (33.8) satisfy inequality (33.9), then we can find a positive constant $\beta > 0$ such that the null solution $x = 0$ of the system (33.10) is asymptotically stable for arbitrary choice of initial functionals $R_i(x(\phi), t)$ satisfying the inequality

$$\quad |R_i(x(\phi), t)| \leq \phi(t) \|x(\phi)\|^{(h)},$$

where

* The proof is due originally to Germaidze.
(33.18) \( \frac{1}{T} \int_{t}^{t+T} \phi(\xi)d\xi < \beta \).

If in particular the delays are functions \( h_{ij}(t) \), the assertion specializes as follows:

If the roots \( \lambda \) of equation (33.15) satisfy inequality (33.16), then there is a positive constant \( \beta > 0 \) such that the null solution \( x = 0 \) of system (33.14) is asymptotically stable for arbitrary choice of the delays \( h_{ij}^*(t) \), and continuous functions \( R_i(x, y, t) \) satisfying the inequalities

\[ | R_i(x, y, t) | \leq \phi(t)(|x| + |y|) \]

where the function \( \phi(t) \) satisfies inequality (33.18).

34. Construction of Functionals in Special Cases

We begin our consideration of special examples of functionals with the system of equations with time delay

(34.1) \[ \frac{dx_i}{dt} = a_{i1}x_1(t) + \cdots + a_{in}x_n(t) \]

\[ + \varphi_i(x_1(t), \cdots, x_n(t); x_i(t-h_{i1}), \cdots, x_n(t-h_{in}), t) \]

\[ (i = 1, \cdots, n; a_{ij} = \text{const.}; h_{ij} = \text{const.}) , \]

where the functions \( \varphi_i \) satisfy the relation

(34.2) \[ | \varphi_i(x_1, \cdots, x_n; y_1, \cdots, y_n, t) | \leq \beta(|x| + |y|) . \]

We assume that the roots \( \lambda \) of the characteristic equation

(34.3) \[ \det \begin{bmatrix} a_{11} - \lambda & \cdots & a_{1n} \\ a_{21} & \cdots & a_{2n} \\ \vdots & & \vdots \\ a_{n1} & \cdots & a_{nn} - \lambda \end{bmatrix} = 0 \]

have negative real part. In this case, Lyapunov [114, pp. 276–77] showed that the quadratic form

(34.4) \[ v(x_1, \cdots, x_n) = \sum_{i,j=1}^{n} b_{ij}x_ix_j \]

satisfies the condition

(34.5) \[ \sum_{i=1}^{n} \frac{\partial v}{\partial x_i} \left( \sum_{j=1}^{n} a_{ij}x_j \right) = -\sum_{i=1}^{n} x_i^2 . \]

In other words, the condition

(34.6) \[ \sum_{j=1}^{n} (b_{ij}a_{jk} + b_{kj}a_{ji}) = -\delta_{ik} \begin{cases} \delta_{ii} = 1, \\ \delta_{ik} = 0 \text{ for } i \neq k \end{cases} \]

is valid.

In this case the functional \( V(x(\theta), t) \) can be taken in the form
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\( V(x(\varphi)) = v(x_1, \cdots, x_n) + \sum_{i,j=1}^{n} \varepsilon_{ij} \int_{-h_{ij}}^{0} x_j^2(\varphi) d\varphi \).

The value of the derivative \( dV/dt \) along a trajectory of the system (34.1) is calculated as follows:

\[
\lim_{\Delta t \to +0} \left( \frac{dV}{dt} \right)_{(34.1)} = \sum_{i=1}^{n} \frac{\partial v}{\partial x_i} \sum_{j=1}^{n} a_{ij} x_j \\
+ \sum_{i=1}^{n} \frac{\partial v}{\partial x_i} \varphi_i(x_1, \cdots, x_n; x_i(t - h_{i1}), \cdots, x_n(t - h_{in}), t) \\
+ \sum_{i,j=1}^{n} \varepsilon_{ij} x_j^2 - \sum_{i,j=1}^{n} \varepsilon_{ij} x_j^2(t - h_{ij}).
\]

Functions of the arguments \( x_i = x_i(t) \) and \( y_{ij} = x_i(t - h_{ij}) \) appear in the right member of equation (34.8). If we can choose the constants \( \varepsilon_{ij} \geq 0 \) that appear in the right member of equation (34.8) as nonnegative and such that this right member is negative-definite, then the null solution \( x = 0 \) of system (34.1) is asymptotically stable. Indeed, in this case all the conditions of theorem 31.3 are satisfied, since by Lyapunov's theorem, the form \( v(x_1, \cdots, x_n) \) is positive-definite. Thus there is a positive constant \( \gamma > 0 \) that satisfies the inequality

\[ V(x(\varphi), t) \geq v(x_1, \cdots, x_n) \geq \gamma \| x \|^2 \quad (\gamma > 0). \]

But if \( \beta > 0 \) is positive and sufficiently small, it is always possible to select the numbers \( \varepsilon_{ij} \geq 0 \) so that the right member of equation (34.8) is a negative-definite function. For example, if we take \( \varepsilon_{ij} = 1/(2n^2) \), the estimates

\[
\lim_{\Delta t \to +0} \left( \frac{dV}{dt} \right)_{(34.1)} \leq -\frac{n}{2} x_1^2 + \frac{1}{2} \sum_{i,j=1}^{n} x_j^2(t - h_{ij}) + \left\| \left( \sum_{i=1}^{n} a_{ij} x_j \right) \beta \sum_{i,j=1}^{n} | x_i(t - h_{ij}) | \right\| \\
\leq -\frac{1}{2} \sum_{i=1}^{n} x_i^2(t) - \sum_{i,j=1}^{n} \frac{1}{2n^2} x_i^2(t - h_{ij}) \beta N \sum_{i,j=1}^{n} (x_i^2 + x_j^2(t - h_{ij}))
\]

\( (N = \text{const.}) \)

are valid.

For a particular case, we consider the first-order differential equation

\( \frac{dx}{dt} = -ax + b(t)x(t - h) \),

where \( a \) is a positive constant, \( a > 0 \). By the general theory the functional \( V(x(\varphi)) \) has the form

\[ V(x(\varphi)) = \frac{1}{2a} x^2 + \mu \int_{-h}^{0} x^2(\varphi) d\varphi. \]

The derivative \( dV/dt \) of this functional along a trajectory of the system (34.9) has the value

\[
\lim_{\Delta t \to +0} \left( \frac{dV}{dt} \right) = -x^2(t) + \frac{b(t)}{a} x(t) x(t - h) + \mu x^2(t) - \mu x^2(t - h).
\]
To make the right member of (34.10) a negative-definite function of the arguments \(x(t)\) and \(x(t-h)\), it is sufficient to satisfy the inequality

\[
4(1-\mu)\mu > \frac{b^2(t)}{a^2}.
\]

Thus the null solution \(x = 0\) of equation (34.9) is certainly asymptotically stable if there is a positive constant \(\mu > 0\) that satisfies relation (34.11).

Now the left member of (34.11) reaches its maximum value for \(p - \frac{1}{2}\), and in this case, relation (34.11) reads

\[
b^2(t) < a^2, \quad |b(t)| < a.
\]

**Remark.** The above method of constructing a functional \(V(x(\varphi))\) also applies if the functions \(h_{1j}(t)\) are not constants. In this case, the value of the derivative of the functional \(V\) along a trajectory of (34.1) involves terms \(\varepsilon_{1j}x^2(t-h_{1j})\), multiplied respectively by \((1-h_{1j}(t))\). The question of negative-definiteness of the function \(dV/dt\) involves estimations of the corresponding terms.

If the functions \(a_{ij}(t)\) are also variable, the above methods apply and are subject to convenient modification involving in some cases multiplication of the functional \(V\) by a suitably chosen function \(\phi(t)\). Sometimes only a portion of the functional \(V\) is multiplied by a suitable function \(\phi(t)\). As an example, we consider the equation

\[
\frac{dx}{dt} = -a(t)x + b(t)x(t-h(t)),
\]

and construct the functional

\[
(34.12) \quad V(x(\varphi), t) = \phi(t)x^2 + \mu \int_{-h(t)}^0 x^2(\varphi) d\varphi
\]

\((\lambda_1 \leq \phi(t) \leq \lambda_2, \text{ with } \lambda_1, \lambda_2 \text{ positive constants})\).

The null solution \(x = 0\) is asymptotically stable, provided that the function

\[
\lim_{t \to +0} \left( \frac{\Delta V}{\Delta t} \right) = -2a(t)\phi(t)x^2(t) + 2b(t)\phi(t)x(t)x(t-h(t))
\]

\[+ \phi'(t)x^2(t) + \mu x^2(t) - \mu(1-h'(t))x^2(t-h(t))\]

is a negative-definite function of the arguments \(x(t), x(t-h(t))\). This condition amounts to the inequality

\[
(2a(t)\phi(t) - \mu - \phi'(t))(1 - h'(t))\mu > b^2(t)\phi^2(t).
\]

Now we consider a case in which we construct a function \(v(x, t)\) that satisfies the conditions of theorem 31.4. Let the \(h_{ij}\) be arbitrary functions of the time \(t\), and let the system of equations being considered be system (34.1). We also assume that the roots of equation (34.3) have negative real part. The function \(v(x_1, \cdots, x_n)\) can simply be taken to satisfy condition (34.5). The derivative \(dv/dt\) along a trajectory of the system (34.1)
has the form

\[ \frac{dv}{dt} = \sum_{i=1}^{n} \frac{\partial v}{\partial x_i} \left( \sum_{j=1}^{n} a_{ij} x_j \right) + \sum_{j=1}^{n} \frac{\partial v}{\partial x_i} \varphi_i(x_1, \ldots, x_n; x_i(t - h_{ij}), \ldots, x_n(t - h_{ij}), t). \]

To show that the hypotheses of theorem 31.4 are satisfied, we must show that the derivative $dv/dt$ is a negative-definite function on curves $x_i(\xi)$ $(\xi < 0)$, which satisfy the relation

\[ v(x_i(0), \ldots, x_n(0)) > qv(x_i(\xi), \ldots, x_n(\xi)) \]

for $\xi < 0$, $0 < q < 1$, $q = \text{const.}$

The curves $x_i(\xi)$ that satisfy relation (34.14) are necessarily contained in the larger class of curves $x_i(\eta)$ that satisfy the relation

\[ \sum_{i=1}^{n} x_i^2(0) \geq q \frac{\rho_{\text{min}}}{\rho_{\text{max}}} \sum_{i=1}^{n} x_i^2(\xi), \]

where $\rho_{\text{min}}$ and $\rho_{\text{max}}$ are the roots of minimum and maximum modulus, respectively, of the equation

\[ \det \begin{bmatrix} b_{11} - \rho & \cdots & b_{1n} \\ \vdots & \ddots & \vdots \\ b_{n1} & \cdots & b_{nn} - \rho \end{bmatrix} = 0. \]

Thus the null solution $x = 0$ of system (34.1) is asymptotically stable if the right member of equation (34.13) is a negative-definite function on all curves $x_i(\xi)$ that satisfy relation (34.15). In particular, the equation

\[ \frac{dx}{dt} = -ax(t) + b(t)x(t - h(t)) \]

can be investigated by means of the function $v = x^2/(2a)$. Along trajectories, we have

\[ \frac{dv}{dt} = -x^2(t) + \frac{b(t)}{a} x(t)x(t - h(t)). \]

Therefore the null solution $x = 0$ of the equation in question is asymptotically stable if the derivative $dv/dt$ is a negative-definite function on all curves satisfying $x^2(0) \geq qx^2(\xi)$, and a sufficient condition for this is the relation

\[ |b(t)| < qa \quad (0 < q < 1). \]

Certain nonlinear equations are also easily investigated by use of Lyapunov functions.

As a first example, we consider the second-order nonlinear equation
\[
\frac{d^2 x}{dt^2} + \varphi\left(\frac{dx}{dt}, t\right) + f(x(t - h(t))) = 0 ,
\]
where \(f(x)\) is a continuously differentiable function satisfying the condition
\[
\frac{f(x)}{x} > a > 0 , \quad |f'(x)| < L \quad \text{for} \ x \neq 0 ,
\]
and \(\varphi(y, t), h(t)\) are continuous periodic functions of the time \(t\) satisfying the conditions
\[
\frac{\varphi(y, t)}{y} > b > 0 \quad \text{for} \ y \neq 0 ,
\]
and
\[
h(t) \geq 0 , \quad h(t) \leq h \quad (h = \text{const.}) .
\]
To take account of the meaning of equation (34.16) for negative values of \(t\), it is necessary to write the equation so that it includes the last term (the integral) of the second equation of the following system:
\[
\begin{align*}
\frac{dy}{dt} &= -\varphi(y(t), t) - f(x(t)) + \int_{-h(t)}^{0} f'(x(t + \vartheta))y(t + \vartheta) \, d\vartheta .
\end{align*}
\]
This system is the exact meaning of equation (34.16). We consider the functional
\[
V(x(*), y(*)) = 2 \int_{0}^{\varphi} f(\xi) \, d\xi + y^2 + \nu^2 \int_{-h}^{0} \left(\int_{\varphi}^{0} y^2(\vartheta) \, d\vartheta\right) \, d\varphi ,
\]
and evaluate \(\lim_{\Delta t \to +0}(\Delta V/\Delta t)\) along a trajectory of equation (34.16). The result is
\[
\lim_{\Delta t \to +0}(\Delta V/\Delta t)_{(34.16)} = -2y\varphi(y, t) + 2\int_{-h(t)}^{0} f'(x(t + \vartheta))y(t + \vartheta)y(t) \, d\vartheta \\
+ \nu^2 \int_{-h}^{0} (y^2(t) - y^2(t + \vartheta)) \, d\vartheta .
\]
If we set \(\nu = a/h\), the estimate
\[
\lim_{\Delta t \to +0}(\Delta V/\Delta t)_{(34.16)} < -\int_{-h}^{0} \left(\frac{a}{h}y^2 - 2L |y(t)y(t + \vartheta)| + \frac{a}{h}y^2(t + \vartheta)\right) \, d\vartheta
\]
is obtained, if we take account of the relations (34.17) and (34.18).
A sufficient condition that the functional \(V\) satisfy the hypotheses of theorem 31.3 is
\[
h < \frac{a}{L} .
\]
This is so since under condition (34.24) the function of the arguments \(y(t)\) and \(y(t + \vartheta)\) under the integral in the right member of inequality (34.23)
EQUATIONS WITH TIME DELAY

is positive-definite. Thus if conditions (34.23) are satisfied, the right
derivative \( \lim_{t \to +0} \frac{dV}{dt} \) evaluated along trajectories of the system (34.20) is
nonpositive, and the relation \( \lim_{t \to +0} \frac{dV}{dt} = 0 \) can hold for all \( t \geq h \) only
if \( y(t) = 0 \). But the second equation of (34.20) shows that the identity \( y(t) = 0 \)
for \( t \geq h \) can hold only for \( x(t) \equiv 0 \) for values \( t > t_0 > 0 \). It is thus seen
that if relation (34.24) holds, the functional \( V \) does satisfy the hypotheses
of theorem 31.3, and the null solution \( x = 0, y = 0 \) of equation 34.16 is
asymptotically stable.

We next consider the first-order equation

\[
(34.25) \quad \frac{dx}{dt} = f(x(t - h(t)), t) \quad (0 \leq h(t) \leq h),
\]

where \( f(x, t) \) is a continuous function of its arguments. We assume that
the function \( f(x, t) \) has a continuous partial derivative \( \frac{\partial f}{\partial x} \) that satisfies
the inequality

\[
(34.26) \quad \left| \frac{\partial f}{\partial x} \right| < L \quad (L = \text{const.}).
\]

We rewrite equation (34.25) as follows: For \( t > 2h \), we write

\[
\frac{dx}{dt} = f(x, t) + [f(x(t - h(t)), t) - f(x, t)],
\]

which can be further rewritten

\[
(34.27) \quad \frac{dx}{dt} = f(x, t) - \int_{t-h(t)}^t f'(x(\xi), t)f(x(\xi - h(\xi)), \xi) \, d\xi.
\]

Let \( v(x) \) be the function \( v(x) = x^2 \). The derivative \( dv/dt \) of this function
along a trajectory of (34.27) is evaluated as follows:

\[
\left( \frac{dv}{dt} \right)_{(34.27)} = 2x(t)f(x(t), t) - 2 \int_{t-h(t)}^t x(t)f'(x(\xi), t)f(x(\xi - h(\xi)), \xi) \, d\xi.
\]

From inequality (34.26) we get the further estimate

\[
(34.28) \quad \frac{dv}{dt} \leq 2x(t)f(x(t), t) + L^2 h(t) \left| x(t)x(t - \xi) \right| \quad \text{for } 0 < \xi < 2h.
\]

A sufficient condition for the hypotheses of theorem 31.4 to be satisfied is
that the right member of equality (34.28) be a negative-definite function
on the curves

\[
qx^2(t - \xi) \leq x^2(t),
\]

where \( q \) is some fixed number between 0 and 1: \( 0 < q < 1 \). A sufficient
condition for this is that the functions \( f(x, t), h(t) \) satisfy the inequalities

\[
(34.29) \quad \frac{f(x, t)}{x} + L^2 h(t) < -\gamma \quad \text{for } \gamma > 0, x \neq 0,
\]

where \( \gamma \) is a sufficiently small positive number. That is to say, inequality
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(34.29) gives a condition sufficient for the null solution \( x = 0 \) of equation (34.25) to be asymptotically stable.

We now consider the second-order nonlinear equation

\[
\frac{d^2x}{dt^2} = X(x(t), y(t)) + \varphi(y(t - h), t)
\]

\[
\left( y = \frac{dx}{dt}; \ h \text{ is a positive constant} \right),
\]

where the functions \( X \) and \( \varphi \) satisfy the requirements

\[
\frac{X(x, y) - X(x, 0)}{y} < -a, \quad \frac{X(x, 0)}{x} < -b \quad \text{for } x \neq 0, y \neq 0,
\]

where \( a \) and \( b \) are positive constants,

\[
|\varphi(y, t)| \leq L |y|.
\]

We write equation (34.30) in the equivalent form

\[
\begin{align*}
\frac{dx}{dt} &= y, \\
\frac{dy}{dt} &= X(x, 0) + [X(x, y) - X(x, 0)] + \varphi(y(t - h), t).
\end{align*}
\]

We define the functional \( V \) by

\[
V(x(t), y(t)) = -\int_0^x X(\xi, 0) d\xi + \frac{y^2}{2} + \int_{-h}^0 y^2(\xi) d\xi.
\]

To estimate the derivative \( dV/dt \) along a trajectory of the system (34.33), we write

\[
\frac{dV}{dt} = [X(x, y) - X(x, 0)]y + y\varphi(y(t - h), t) + \frac{ay^2}{2} - \frac{ay^2(t - h)}{2}.
\]

Conditions (34.31) and (34.32) give the estimates

\[
\frac{dV}{dt} \leq -\frac{ay^2(t - h)}{2} + L |y(t)y(t - h(t))| - \frac{ay^2(t - h)}{2}.
\]

The functional \( V \) satisfies the hypotheses of theorem 31.3 if the right member of inequality (34.35) is a negative-definite function of the arguments \( y(t) \) and \( y(t - h) \) (section 31, p. 154). This condition is satisfied if the numbers \( a, L \) are related by

\[
a > L.
\]

Thus inequality (34.36) is a condition sufficient for the asymptotic stability of the null solution \( x = y = 0 \) of equation (34.30), when written in the form (34.33).
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